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Abstract

For more than three decades, classical statistical mechanics simulations have been employed in the study of pure liquids and
solutions, often revealing valuable details of the composition and structure of these systems. The question whether the basic
assumptions underlying the classical simulations, in particular the neglect of higher n-body effects, are justified and do not have
any adverse effect on the results could only be answered after the progress in soft- and hardware enabled the performance of
extended quantum-mechanics-based simulations. In the past few years, on the basis of a systematic investigation of ion solvation
by means of this new technique, the importance of the ‘quantum effects” has been identified and their inclusion has been clearly
recognised as an often crucial condition to obtain accurate structural data and a reliable description of the solvation dynamics of
ions. By now, quantum-mechanics-based simulations have justified their high computational demands by giving access to a large
set of otherwise hardly accessible data such as the detailed molecular structure of microspecies formed in solution and ligand
exchange processes at the picosecond time scale. From such simulations, and with the help of appropriate evaluation and
visualisation tools, new insights have been obtained into the molecular pathways of reactions in solution for a series of main
group and transition metal ions as well as for some anions, forming a new theoretical basis for the interpretation of experimental
data in terms of reactivity and mechanisms.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction this equation can be solved only numerically for any n-
electron system quickly sets the limits for this access to
the calculation of very modest molecular clusters, which
by no means can claim to represent a molecular liquid.
Even assuming a continuous increase of computer capac-
ity and speed at the same pace as in the past decades, a
full ab initio quantum mechanical treatment of elemen-
tary boxes with a few hundred molecules cannot be
expected for the near future.

However, this increase of computational capacity has
opened the way to an enormous improvement of tradi-
tional simulation techniques for liquid systems, finally
embracing at least partially the principles and tools of
quantum mechanics. This paper intends to outline this

The liquid state, combining the density of the solid
state with the disorder of the gas phase, is a most
challenging subject for theoretical treatment. In particu-
lar, when several molecular species interact simultane-
ously and with considerably different strength of
interaction as in the case of many solution chemistry
problems, the complexity of appropriate models increas-
es drastically and makes a quantitative treatment a
fastidious task.

In principle, Schrodinger’s equation provides, after
certain approximations and simplifications, an almost
perfect access to any chemical problem, also to liquid

systems, on the basis of quantum physics. The fact that
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methodical progress and to demonstrate its impact on
understanding and quantitatively describing the chemis-
try of electrolyte solutions, making use of a number of
already published and several most recent results
obtained by the authors.
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2. The progress of simulation techniques
2.1. Classical molecular mechanics simulations

The classical techniques for the simulation of atomic
or molecular liquids are the Monte Carlo (MC) and the
molecular dynamics (MD) methods, which have both
become well-established tools. While the MC method
mainly produces structural and energetic features of a
liquid system, the MD simulation in addition supplies
time-dependent properties such as reaction dynamics
and vibrational spectra. In the early stage of methodical
development, the necessary interaction potentials for the
performance of such simulations were constructed on
the basis of experimental data. For most molecular
liquids, however, such data are not available or not
sufficiently accurate, and other ways of potential devel-
opment had to be found.

The basic approach common to both simulation meth-
ods is a separation of the interactions between all
particles present in the system into contributions of
pairs, triples, quadruples, etc. of particles:

Vtota1= EV(I, ])+ ZV([', J, k)+
+Y VG, j, k..., n) )

In most classical simulations, only the first term,
describing pair interactions, has been taken into account,
assuming pairwise additivity of the energies/forces in
the system, although it has been shown quite early that
higher terms are by no means negligible, even for
weakly interacting solvent molecules [1]. The simulta-
neous interaction of three molecular species and the thus
induced mutual polarisation can decisively influence the
structure of microspecies formed in solution, and the
magnitude of this influence increases with the strength
of interaction between the species, e.g. going from singly
charged to doubly charged ions interacting with solvent
molecules.

A good method to estimate the importance of the
higher terms in Eq. (1) is the performance of ab initio
calculations of small clusters of molecules, revealing the
differences in binding energy per molecule with increas-
ing number of interacting particles. Once the relevance
of higher terms has been identified, they can be taken
into account in several ways. The simplest way is the
use of empirical pair potentials considering mutual
polarisation effects in an averaged way and fitting them
to reproduce some experimentally known properties of
the liquid [2-6]. A more systematic approach used in
the case of ion—solvent potentials was the evaluation of
pair potentials of ion monohydrates in a fixed geometry
with a further solvent molecule, by means of quantum
chemical calculations [7,8], which implies the inclusion
of mutual polarisation effects at least for the most

prominent 3-body configurations formed by the nearest
neighbour ligands.

The methodically most correct and controllable way
to develop interaction potentials is based on quantum
mechanical ab initio calculations of the corresponding
energy surfaces for pair, 3-body and higher interaction
terms, with a sufficiently accurate level of theory and
appropriate basis sets. This procedure has become a
general standard for pair potentials, where (in the case
of small molecular species) a few thousand configura-
tions will represent the energy surface with sufficient
accuracy and completeness, and where the interaction
potential can be fitted to an analytical function of the

type
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which, in contrast to earlier Coulomb plus Lennard—
Jones potential types describes higher electrostatic inter-
actions by the series of r™* terms and contains an
additional exponential term for repulsive interactions.

For the often very essential 3-body terms, the same
procedure can be followed in principle, constructing the
energy surface from a representative number of three-
particle configurations calculated by the same ab initio
formalism employed in the evaluation of the pair func-
tion. Owing to the larger number of degrees of freedom,
however, several ten thousands of these configurations
are needed, and the fitting of the energy contributions
to an analytical function becomes considerably more
difficult [9—11]. The 4-body and higher terms make this
procedure almost unfeasible, due to the large number of
energy surface points required and the problems in
representing the surface by a suitable analytical function.

Whenever larger molecular species are involved, the
construction of intermolecular potentials has to be based
on potential parameters (mostly of empirical nature)
describing the various functional groups and subunits of
the large molecule with the solvent. A number of such
force fields have been developed and successfully utili-
sed to describe the hydration of biomolecules as DNA
or proteins [12]. For metal ions or simple anions
interacting with solvents and other small ligand mole-
cules, the more rigorous and exact approach through ab
initio quantum mechanical calculations is the only
choice, and has therefore been the basis of all recent
simulation work in the literature. Whenever referring to
‘classical’ simulation in the following sections, it is
understood that comparisons are made with molecular
mechanics (MM) simulations based on such ab initio
derived 2 or 2+ 3 body potentials.
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2.2. Car—Parinello simulations (CP-MD)

A very important step on the way to implement the
contributions of n-body interactions was the simulation
method introduced by Car and Parinello [13], in which
an MD simulation is performed for a relatively small
system of 30-50 particles, evaluating the forces by
means of a density functional approach dealing with the
valence electrons of the species involved. Although
sometimes quoted as ‘ab initio’ MD, the simple BLYP
functional used [14] and the modest electronic descrip-
tion rank this method rather as a higher-level semiem-
pirical approach. The consequences of the simplification
of quantum mechanics for the reliability of the results
have still to be evaluated in detail, but preliminary
comparisons of structural data obtained for solvated ions
[15] with non-empirical Hartree-Fock and the less
empirical B3LYP hybrid DFT method [9] suggest some
severe limitations of CP-MD applicability in the case of
electrolyte solutions.

2.3. Ab initio QM /MM simulations

An evaluation of the energy and all forces of the
system by means of non-empirical (ab initio) quantum
mechanical calculations would be the ideal solution to
incorporate all effects of polarisation and charge transfer
occurring in the n-particle ensemble. However, even
today’s fastest available parallel computers cannot man-
age this task with the number of molecules mandatory
to represent a liquid system with sufficient accuracy, i.e.
with at least several hundred particles (assuming peri-
odic boundary conditions and minimal image conven-
tion). Smaller elementary boxes cause artificial
symmetry effects and it is not possible to obtain reliable
structural data beyond (and sometimes even for) the
first coordination shell, or to perform satisfactory statis-
tics in multi-component systems, especially of lower
concentrations.

Owing to the prevailing technical restrictions in com-
puting, a compromise had to be sought and was realised
by dividing a given chemical system into a ‘sensitive’,
chemically most relevant region, where quantum
mechanical methods would be applied, and an ‘outer’
region, where traditional MM could be assumed to be
sufficiently accurate. This separation, usually referred to
as ‘QM/MM’ approach was originally considered for
the treatment of chemically active sites of biomolecules
[16,17] and in its first approaches considered semiem-
pirical MO methods as the quantum mechanical tool to
be employed [18]. Later, this methodology was adapted
for solvated ions [19], which are even more suitable for
this purpose, as the separation of the QM subsystem
does not involve any breaking of covalent bonds in the
transition region to the MM subsystem. A strong
methodical consistency can be achieved by using the

same level of theory and basis sets in the QM calcula-
tions and the ab initio generation of the potential
functions for the MM region.

The computational effort related to the evaluation of
energies for several million configurations (MC) or of
forces in tens of thousands of time steps (MD) still puts
some stringent limits to this method, restricting it at
present and with usually available computer capacities
to the Hartree—Fock level of theory and to medium-
sized basis sets. Unfortunately, semiempirical MO meth-
ods such as MNDO or AMI as well as ab initio
calculations with simple basis sets such as STO-3G
proved completely unsuitable [19], setting the lower
limit to double-zeta plus polarisation function quality
[19]. In the case of anions, diffuse functions are addi-
tionally required [20].

3. The importance of n-body terms and ‘quantum
effects’

As the use of the ab initio QM/MM methods dis-
cussed in Section 2.3 implies simulations with an aver-
age CPU time of several months on a parallel computer
with 6-8 processors of ~1 GHz clock rate, the question
has to be raised for which systems and which data of
interest the required accuracy justifies such effort. In
other words, the importance of n-body effects >3 has
to be critically evaluated, making use of some represen-
tative examples of ion solvates already studied.

For cations interacting rather weakly with the solvent,
one would expect a negligible influence of such effects.
However, it has been found that the structure-breaking
behaviour of the K(I) ion in water is only revealed by
a quantum mechanical treatment of the first hydration
shell [21]. This finding proved of essential importance
for the interpretation of the functionality of the potassi-
um-specific ion channels in cell membranes [21,22],
explaining the entry of K(I) into the channel by the
ease of this ion to release its solvation water, in contrast
to Na(I), rather than by the (energetically wrong)
assumption that the ‘ideal’ distance of coordination
centers inside the channel for K(I) would bind it
preferentially relative to Na(I). Li(I) and Na(I), where
the effects are less obvious, will be discussed in the
next section.

In the case of monoatomic anions, fluoride is a good
example that a quantum mechanical treatment of the
first hydration shell in an MD simulation is requested
to obtain the correct hydration number [20]. In the case
of chloride the same study showed that the orientation
of first-shell solvent molecules is considerably changed
by ‘quantum effects’ [20], although the classical simu-
lation supplies an almost identical coordination number.

The more strongly solvent binding alkaline earth
metal ions display, as expected, more distinct n-body
effects. Among them Ca(Il) is the best investigated ion
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due to its biological importance; it will be discussed as
a prominent example here. Owing to the Ca—O bond
length of ~2.5 A, which leads to a partial occlusion of
the related peak in diffraction studies by the broad OO
peak of water, the experimental determination of the
hydration structure of this ion is difficult, in particular
at the level of dilution relevant for biological systems.
The classical simulation results were quite ambiguous
and strongly depended on the type of potential used
[23-25]. Recent ab initio QM/MM simulations at HF
and B3LYP-DFT level with 500 water molecules [9]
finally lead to a dominantly eightfold coordinated struc-
ture (square antiprism), which is in agreement with the
most reliable experimental data for dilute solutions of
Ca(Il) [26-28]. At the same time, a Car—Parinello
simulation of Ca(II) with 50 water molecules resulted
in a coordination number of 6 [29], indicating the
tendency of this method to considerably underestimate
coordination numbers.

Ion solvation in mixed solvents reveals further signif-
icant differences between classical and quantum
mechanical simulations. QM/MM MD simulations of
Li(I), Na(I), Mg(II) and Ca(lIl) in aqueous ammonia
[30-33] show striking differences in the composition of
the first shell, which cause equally strong deviations in
size and composition of the (MM-treated) second sol-
vation shells, whose average ‘classical’ coordination
numbers of 18—20 are reduced to values of 10-12 by
the quantum mechanically determined first-shell
structure.

Solvation in mixed solvents usually leads to a larger
number of microspecies simultaneously present, which
often do not correspond to the average composition of
the solvate complex accessible through experimental
methods [34]. In such cases, theory, i.e. simulations, can
be the clearly superior instrument to predict the chemical
reactivity of solvate complexes, but to reach a high level
of accuracy, the consideration of n-body effects by
partial QM treatment might be mandatory.

Another famous example, where classical simulations,
even 3-body corrected ones, have failed to reflect well-
known chemical properties of ion—ligand complexes is
the Jahn—Teller effect of hydrated Cu(II) and Ti(III)
ions: the typical distortion of the octahedral
M”**(H,0), structure observed experimentally for these
ions both in the solid and in the liquid states [35,36]
could be reproduced only after including ‘quantum
effects’ for the first time by an ab initio QM/MM MC
simulation of hydrated Cu(II) ion [37], which by the
frequent changes of configurations also gave first indi-
cations to the extremely fast dynamics of this effect.
The peculiar difficulties in the simulations of Jahn-—
Teller distorted ions even raised the question whether
the inclusion of the complete second hydration sphere
into the QM region might become necessary [20],

boosting computer time for the simulations by another
factor of 10.

The examples discussed so far seem to form a
sufficient basis to rate n-body effects as crucial in
determining the structure of many ion solvates, and
since only the QM/MM technique is capable of their
full, non-empirical implementation in the simulation
process, the required high computational effort seems
not only justified but inevitable for obtaining accurate
structural data. As, on the other hand, a correct structure
is a precondition for correct dynamical data, the same
conclusion must be drawn for the evaluation of molec-
ular rotational, vibrational and translational movements
as well as for the study of solution dynamics, in
particular of the mechanisms of ligand exchange
processes.

The following sections are based, therefore, on data
obtained by ab initio QM/MM MD simulations. Some
comparisons with less sophisticated techniques will be
given and more detailed comparisons with classical
simulations for the same systems can be found in
previous publications of the authors [9,38-40].

All simulation details are given in the corresponding
references, but due to the strong similarity of protocol
and its importance for the rating of reported data it
seemed convenient to summarise the main characteristics
here, before presenting results.

All QM/MM MD simulations reported for ions in
water have been performed for one ion immersed in
499 water molecules positioned in a cubic box of the
experimental density of pure water. The QM region
included the full first hydration sphere, and solvent
molecules were allowed to enter/leave the QM region
through a transition region of 0.2-A width, ensuring a
smooth transition between quantum mechanical and
molecular mechanical forces. Periodic boundary condi-
tions were applied, and long-range interactions were
handled by the reaction field method. The temperature
of the NVT ensembles (298 K) was controlled by the
Berendsen algorithm [41] with a relaxation time of 0.1
ps. For the MM part of the systems, ab initio generated
pair and 3-body potential functions for ion—water inter-
actions were used, whose details are given in the
corresponding references. For water, the flexible BJH-
CF2 model [42,43] was used, which allows explicit
hydrogen movements, requesting thus a time step of 0.2
fs for the simulations. The preference of this water
model over others is founded, on the one hand, on its
flexibility, allowing intramolecular vibrations and relax-
ation processes and thus the evaluation of vibrational
spectra of the ligand molecules. On the other hand, it
allows a smoother transition from the QM region (where
all ligands are fully flexible) to the MM region than
any rigid water model would.

QM/MM simulations were started from classically
equilibrated configurations, sampling a 15-30 ps inter-
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val after equilibration had been achieved. The QM/MM
MD program has been developed at our department,
using the parallelised version of the TURBOMOL program
[44-46] for the quantum mechanical evaluation of
forces inside the QM region.

4. Structure and stabilisation of hydrated ions

In the following sub-sections, structural data obtained
by ab initio QM/MM MD simulations for some sets of
ions will be presented together with a comparison to
available experimental data. This comparison is not
straightforward, as most of the experimental methods
for structural analysis such as X-ray and neutron dif-
fraction have to be performed with solutions of relatively
high concentrations, at which counterion effects, ion
pairing and even lack of sufficient solvent for a complete
hydration influence the results. Whenever unusual coor-
dination structures are formed, they may not even have
been considered when setting up the models to fit the
experimental data. While the simulations reported
always refer to dilute solutions (i.e. those relevant for
the ions’ biological activities), in experiments this was
mostly the case in only EXAFS measurements.

Concerning the stabilisation of ions, the simulations
produce single ion hydration energies at the given
temperature (room temperature in all cases), which can
be-—due to the isochoric conditions of the simulations—
directly compared to the hydration enthalpies measured
for various salts and assigned to ionic contributions on
the basis of some assumptions, mostly the TATB
assumption [47-49]. Whether this assumption holds
equally for all types of ions/salts is to some extent
questionable.

4.1. Main group metal ions

In the past QM /MM simulations have mainly focused
on alkaline and alkaline earth metal ions, and the results
obtained for the hydration structure of these ions are
summarised in Table 1.

Differences between classical and QM simulations are
seen throughout almost all data. Sometimes the small
differences found for minima and maxima of radial
distribution functions (RDF) are not reflecting all of the
changes induced by the n-body effects, and further data
such as ligand positions and orientations had to be
investigated in detail, as in the example of K(), where
this investigation revealed the change from a loose
octahedral arrangement of ligands towards an almost
completely disordered, labile first hydration shell [21].
On the other hand, the coordination of Li(I) in water
was not found to be 4 plus 20% of transition state
Li*(H,0)s until the quantum effects had been included
in the simulations, thus explaining the relative lability

Table 1

Hydration structure of main group metal ions

Ion Method R, (A) N R, (A) N, References

Li* QM 1.95 42 4 - [50]
Class 2.05 4 45 - 81
Exp 2.25 4 4.44 9.5 [15)

Na* QM 2.33 56 - - 21
Class 2.36 6.5 - - [21]
Exp 2.41 6 - - [

K* QM 2.81 83 - - [21]
Class 278 7.8 - - [21]
Exp 2.7 6 - - [15]

Mg* QM 2.03 6 412 183  [82]
Class 2.13 8 423 26.6  [82]
Exp 2.0 6 4.1 12 [15]

Ca* QM 2.46 76 478 19.1 9]
Class 2.5 71 5 148  [9]
Exp 2.39 6.9 - - [15]

of the hydration shell. The case of Ca(Il) has already
been discussed as a specific example in Section 3.

When classical simulations are performed including
3-body corrections, the results for the first hydration
shell closely approach the QM /MM data, but differences
become clearly visible for the second shell, as a conse-
quence of a different orientation of ligands in the first
shell. These differences will be of greater importance
when discussing exchange processes between hydration
shells and bulk (vide infra).

Further QM/MM simulations of alkaline and alkaline
earth metal ions have concentrated on the behaviour of
these ions in mixed solvents and will be dealt with in a
specific section on solvation in mixed solvents (Section
8). Owing to their chemical and biological importance,
transition metal ions have been the main focus of ab
initio QM/MM simulation work in the past few years,
and more results are thus available for these ions than
for other main group metal ions.

4.2. Transition metal ions

Methodical studies on the performance of the ab initio
QM/MM formalism have focused on the necessary size
of the QM region, on the required quality of basis sets
and level of theory and on the accuracy needed in the
treatment of the MM region. Besides the previous
example Li(I) [50], Ca(Il) [9], Mn(II) [39,51] and
V(II) [52] have been investigated in this context. The
results can be summarised as follows:

(1) The full first hydration shells, including some
ligands transiting between first and second shells, have
to be included in the QM region.

(2) Double-zeta basis sets including polarisation func-
tions on O of water are required for an adequate
description of ion—water interactions. Relativistically
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Table 2
Hydration structure of transition metal jons

Table 3
Hydration structure of transition metal ions

Ton Method R, (A) N,

R, (A) N, References Ton Method R, (A) Ny R,(A) N,  References
v+ QM 223 6 44 158  [52] Ti3+ oM 2.03/213 6 42 11 [20]
Class 231 7 4.85 20.12  [39) Class 2.08 6 4.8 112 [20)
Exp - - - - Exp 20/208 - - - [83]
Mn?* QM 225 6 44 159 [51] Fe** QM 2.02 6 43 134 [20]
Class 235 6.08 4.77 21.25  [39] Class 2.05 6 43 151 [20]
Exp 22 6 434 107 [19] Exp 2.01 6 48 112 [19]
Fe?+ oM 2.1 6 4.5 12.4 [20] Co** QM 1.97 6 43 152 [20]
Class 2.15 6 4.6 12.9 [20] Class 2.03 6 44 18.8 [20]
Exp 2.09 6 43 12 [15] Exp - - - - -
Co?* QM 2.17 6 4.6 15.9 [20]
Class 227 594 46 2273 20 . .
Exp 21 6 428 14.8 {1 5} Tables 2 and 3 summarise structural data obtained for
) di- and trivalent transition i
Nt QM 214 6 45 13 g oocifs A (f“)nSI q lm?atl ot lﬁlus the very
Class 225 6 168 16 B8] pecific case g(I) and also list available experimen-
Exp 206 6 433 12 [15] tal results.
ct QM 207/2.17 6 462 17 o The comparison §h9ws that—wherever §xper1mental
Class 212 6 4T 124 [20] concentrations are s1m11ar to those qf the simulations—
Exp 1.94 6 3.95 11 [15] excellent agreement is achieved, which can be taken as
Az QM 25 5 5 25 [20] a basic prqof of the reliability of the e.1b initio QM_/ MM
Class 2.6 5 48 25 [20] MD description of tl_le hydr.ates. This is of particular
Exp 242 4 429 173 [15) importance for the rating of simulation results exceeding
Hg®* QM 242 62 46 2 20] the capability of experimenta} methods, e.g. for ultra-
Class 246 6 48 33 [20] fast exchange processes (Section 6).
Exp 241 6 4.1 184  [15] The hydration energies (Table 4) obtained from the

corrected ECP basis sets are more appropriate for the
transition metal ions than full valence basis sets.

(3) Density functional theory leads to results similar
to those of the Hartree—Fock level of theory if the
hybrid Becke-3 LYP functional [53] is used, but without
any gain in computer speed. The tendency towards
lower coordination numbers and too rigid hydration
shells, drastically occurring with the less sophisticated
BLYP density functional [14], is still recognised to some
extent even with the B3-LYP hybrid functional, thus
suggesting HF level to be the method of choice.

(4) Treatment of the MM region with pair potentials
alone is not sufficient for accurate results in the case of
transition metal ions [39,51]. Up to a distance of ~6 A
from the ion, 3-body correction functions have to be
employed. An economic alternative can be the introduc-
tion of a perturbation field consisting of fractional point
charges at the locations of the solvent molecule atoms
in the MM region, but the results thus obtained will
only be satisfactory for the first hydration shell, not the
second one [39,51].

These findings have determined the methodical frame-
work of all further QM/MM MD simulations reported
here, as far as the size of the QM region, the level of
theory and basis sets were concerned. For the MM
region, in all cases ab initio generated pair plus 3-body
functions were used.

simulations show quite significant deviations (+ ~20%)
from experimentally estimated single-ion hydration
enthalpies taken from Ref. [47] for the mono- and
divalent ions, whereas a surprising agreement is found
for trivalent ions. Since other references list experimen-
tal values with even higher stabilisations than the ones
obtained by our simulations [54], and no methodical
differences exist in the simulations of di- and trivalent
ions, one could guess that the assumptions made for the
attribution of experimental salt hydration enthalpies to
cationic and anionic contributions might not be equally
valid for both types of ions. The case of V(II), which,
due to its instability, is difficult to handle in experiment,

Table 4

Hydration energies for transition metal ions obtained from QM/MM
simulations in comparison to experimentally estimated ionic hydration
enthalpies

Ion Cale. Exp. (kcal mol™1')
(kcal mol %) (see Ref. [48])
Ag* -152 -118
v+ —560 —404
Mn?* - 550 —447
Fe* —500 —465
Co?* - 547 —487
Cu** -530 -507
Hg?* ~553 —443
Ti** —1068 —1038
Fe3* -1100 -1060
Co’+ —1144 —-1122
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Table 5

Hydration structure of anions

Ton gx-0(n x-m) 8x-Hyn CN Method References

F~ 2.67 1.73 3.07 5.8 MCY-water MD [75)
2.61 1.67 - 6.0 TIP4P-water MD [84]
2.60 - - 6.3 SPC/E-water MD [85]
2.53 1.56 2.81 5.8 CF2-BHJ-water MD [20]
2.68 1.74 3.21 4.6 QM/MM [20]
2.6-2.9 - - 4-6 Exp. [15]

C1- 3.29 2.35 3.73 7.2 MCY-water MD [75]
3.19 2.25 - 7.0 TIP4P-water MD [84]
3.20 - - 7.2 SPC/E-water MD [85]
3.15 2.29 - 5.9 CF2-water MD [20]
3.24 2.42 - 5.6 QM/MM [20]
3.1-33 - - 4-9 Exp. [15]

might even serve as an indication that the simulation
data might be as reliable as their experimental ‘counter-
parts’: the simulations predict a slightly higher stabilis-
ation than that for Mn(II), which is in agreement with
the general idea of a reduced ‘ligand field stabilisation’
in the case of Mn(Il)’s d°® configuration, whereas the
experimental estimates would predict the opposite effect.

The structure of the first hydration shell of the di-
and trivalent first-row transition metal ions is a very
stable octahedral arrangement of six ligands. In these
cases, the second shell is of more interest, as it may
reflect some of the different chemical properties of these
ions. This second shell will be investigated in more
detail, therefore, in connection with ligand exchange
processes (Section 6). An important structural detail to
be pointed out here is the number of ligands in the
second shells: comparing the data in Table 1 it becomes
clear that classical, even 3-body corrected simulations
can fail considerably in predicting a correct coordination
number, but without showing a regular pattern through-
out the series. Preliminary QM/MM MD simulations
including this second shell [20] into the QM region
(increasing the computational effort by a factor of
~10!) have shown that second-shell coordination num-
bers of 1-shell QM /MM simulation are not significantly
changed, thus proving on the one hand the superiority
of the QM/MM approach over the classical one, and
on the other hand, that the existence of a transition
region QM/MM between the shells does not pose a
problem for the evaluation of the coordination numbers.

The cases of the larger and heavier ions Hg(II) and
Ag(D) are very different, due to their much more labile
first hydration shell structure, which allows exchange
processes within the picosecond scale (vide infra), in
the case of Hg(Il) despite a hydration energy not much
lower than that of some divalent first-row transition
metal ions. Whereas the hydrated Hg(II) ion still forms
a (considerably distorted) octahedron, the structure of
hydrated Ag(I) is completely different: a continuously
changing structure with two water ligands at shorter and

three at larger distances dominates. Exchange processes
create temporarily 4-coordinated and 6-coordinated
structures. It would be of much interest to investigate
EXAFS and diffraction data for Ag(I) in solution,
therefore, to see how they can be fitted to the 2+3
structure resulting from the simulation. Unfortunately,
all available experimental data date back to the 1980s
and have been obtained with highly concentrated solu-
tions [15].

4.3. Anions

Ab initio QM /MM simulations of solvated anions are
still much more rare than those for cations, although
they are equally needed for the understanding of the
chemistry of electrolyte solutions. The results obtained
for hydrated F~ and Cl~ are summarised in Table 5§
and compared to data resulting from experiment and
classical simulations. A more detailed analysis of the
hydrates [20] shows that hydrogen bonds connecting
water ligands to fluoride are quite flexible, deviating
considerably from strict linearity, and that in the hydra-
tion shell of chloride, a continuous change between
ligand orientations pointing with only one or both
hydrogen atoms towards the anion occurs. The coordi-
nation number of the fluoride anion is definitely lower
than that predicted by classical simulations.

Anions, however, pose some methodical difficulties
for ab initio QM/MM simulations: first, a satisfactory
description of the anions requires additional, diffuse
basis functions (which have been included in the simu-
lations reported here), increasing thus the computation
time; second, Hartree—Fock level calculations tend to
underestimate the strength of hydrogen bonds, as can be
recognised from too long O---H-O distances in water
clusters [55]. As the interaction of anions with water is
relatively weak and dominated by H bonding, this
methodical deficiency may lead to problems in the
description of anion hydrates, which could only be
solved by proceeding to a higher, correlated level of
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theory, implying a multiple computational effort and
thus hardly feasible at present. A first estimation of
possible adverse effects may be achieved by cluster
calculations in the near future. A comparison with B3-
LYP DFT results with their inherent tendency to overrate
H-bond rigidity to some extent may prove helpful as
well in order to estimate the methodical boundaries.

S. Librational and vibrational spectra of the hydra-
tion shells

The access to time-dependent data in particular to
velocity autocorrelation functions (VACF) through MD
simulations also gives access to the power spectra for
rotations, librations and vibrations of molecules in the
liquid. The reorientation times T, and T, are often
evaluated, as they are related to IR and to Raman and
NMR spectra, respectively. Another important feature
frequently investigated by means of simulations are the
frequency shifts induced in the stretching and bending
vibrations of the ligand molecules positioned next to an
ion in the solvation process. Probably the most interest-
ing data in this context are the vibrational frequencies
directly associated with the ion—ligand bonds as they
are a good measure for the strength of the bond and
directly comparable to experimental data, in particular
from difference-Raman spectroscopy. Unfortunately,
most of the experimental data presently available have
been obtained in HDO and at high concentrations
[56,57], where association with anions has a considera-
ble influence.

Classical simulations have been extensively employed
to calculate ion-induced frequency shifts in the first
solvation layer [58—60] predicting considerable shifts of
the O-H symmetric, asymmetric and HOH bending
frequencies. Such frequency shifts strongly depend on
the quality of potentials and are also determined by
polarisation and charge transfer effects, which can be
taken into account in classical simulations only by the
use of empirical, polarisable models, which attempt to
average all of these effects in a way to reproduce some
experimental data. For all examples reported here, clas-
sical simulations with 3-body corrected potentials have
been performed as a first step before the ab initio QM/
MM simulations, in order to examine the quality of the
classical frequency predictions.

AD initio calculations at the Hartree—Fock level, on
the other hand, are known to produce vibrational fre-
quencies that are generally too high, but fortunately in
such a constant manner that scaling the frequencies by
a standard factor of 0.89 allows a direct comparison
with experimental values [61,62]. This factor can be,
and has actually been, re-checked for its validity for
liquids on the basis of concrete simulation data [63].

The vibrational frequencies listed in Table 6 obtained
for a series of hydrated ions have been scaled, therefore,

by the factor of 0.89, in order to evaluate shifts com-
pared to pure water’s values. Only data for the first
hydration shell are listed, as even for triply charged
ions, the values for the frequencies of second-shell
ligands are nearly identical to those of the bulk.

The first and most important result extractable from
the data in Table 6 are the blue-shifts, compared to bulk
water, for the symmetric and asymmetric stretching
vibrations Q; and Q; of first-shell water, resulting from
the QM/MM simulations. Under otherwise identical
conditions, classical simulations predict red-shifts to
dominate for these vibrations, indicating once more the
importance of the ‘quantum effects’ for the description
of the first hydration shell of ions and for the evaluation
of reliable frequency data. In the exceptional case of
Ti(IlI), where both types of simulations predict a red-
shift, the amount of this shift differs by 1000 wave
numbers, leading to an unrealistic value in the classical
simulation.

For the O:--ion'--O bending vibration Q,, the discrep-
ancies between classical and QM-evaluated frequencies
are not so large, both methods indicate blue-shifts, with
the exceptions of Ag(I), Hg(II) and Ti(IlI), where
classical data would predict an opposite direction of the
shift.

The (QM/MM) ion---O frequencies have been con-
verted into force constants (cf. Table 6) in order to have
a direct and comparable measure for the strength of
ion—ligand binding, which shows an increase of ion—
ligand bond strength in the order

Ti(IID) g > Co(IID) > Ti(IID) ., > Fe(I1I) > Fe(II) ~ Ni(1D)
~V(II) ~ Cu(Il),
~Co(II) > Hg (1) > Mn(II) > Cu(Il),, > Ag(D)

This order only roughly follows the order of hydration
energies, which certainly also depend on interaction
with water in the second shell and beyond, and it does
not reflect the exceptionally rapid ligand exchange rates
of Hg(II) ions. Obviously, ‘trends’ in the periodic system
and simple models for metal ion complexes have their
limitations and must give way to individual quantitative
theoretical treatment. A 180 cm™' shoulder is clearly
observed in the power spectrum for the Cu---O stretch-
ing vibration, which is definitely a consequence of the
Jahn—Teller effect, leading to elongated (‘axial’) Cu---O
bonds. The evaluation of the force constant correspond-
ing to this shoulder leads to a value of 25 (Nm™'),
compared to 69 (N m~!) obtained for the shorter (‘equa-
torial’, Cu(Il).,) bonds. This value places Cu(I),
clearly below all other divalent first-row transition metal
ions in the above listed series and thus provides the
necessary explanation of an enhanced ligand exchange
due to weak Cu-:-O bonds in the hydrate. In the case
of Ti(lIl) too, different frequencies are observed for
‘equatorial’ ligands (cf. Table 6), and the corresponding
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Table 6
Vibrational frequencies of ion hydrates

Ton Method [0 » o [0 Qion-o0 Kion-o0
(cm™) (em™1) (em™1) (em™1) (Nm™

Lit Class 1691 3340 3405 395

QM - - - - _
Ca?* Class - - - —

QM 1670 3567 3646 260 46
Ag* Class 1683 3455 3575 192

QM 1612 3610 3681 99 8
vz Class - - - ~

QM 1674 3513 3569 312 70
Mn?* Class 1697 3213 3313 310

QM 1675 3507 3591 285 59
Fe?* Class 1693 3068 3192 415

QoM 1736 3630 3697 313 72
Co** Class 1697 3222 3347 290

QM 1642 3568 3628 305 69
Ni2+ Class 1689 3170 3249 365

oM 1671 3480 3550 310 71
Cu?t Class 1681 3094 3197 347

QM 1672 3491 3564 303/180* 69/25
Hg* Class 1715 3187 3287 296

QM 1637 3471 3598 271 64
Ti3* Class 1527 2115 2144 547

oM 1740 3148 3163 546/460 211/150
Fe3* Class 1673 2688 2782 500

QM 1768 3500 3634 438 140
Co®* Class 1656 2720 2745 496

QoM 1700 3356 3371 494 180
Bulk H,0 (BJH)® 1698 3455 3552
Bulk H,0 (exp.)* 1645 3345 3445

3 Equatorial /axial ligands.
® Pure liquid simulation with the BJH water model [43].
¢ Experimental values for liquid water [86].

force constants indicate a significant weakening of the
Ti---O bond to the Jahn—Teller distorted ‘axial’ ligands.

6. Ligand exchange processes

One of the most important features for the reactivity
of ions in solution are the processes of releasing a ligand
in order to coordinate to another one of the same or of
a different kind. The inertness of a hydration shell
determines the speed of reaction and thus the readiness
of the ion to bind to bio-molecules as well, and the
dynamics of ligand exchange processes have therefore
been the subject of a large number of experimental
investigations [64,65]. The time-scale spanned by the
mean residence times (MRTs) of a water ligand in a
metal ion’s first hydration shell, ranging from 10° to
10~° s [64], requires very different experimental meth-
odologies and extends at its lower end well into a

region, where experiments can—at the best—provide
some rough estimations (femtosecond laser pulse spec-
troscopy may be a future answer to this problem).

On the other hand, MD simulations are predestined
to investigate dynamics in the femto- and picosecond
range, as this is the time-scale for which simulations
can be performed with reasonable computational effort
at ab initio QM/MM level (with the same effort,
classical simulations could be performed for ~ 100 times
longer intervals, but especially for the dynamics of
exchange processes their accuracy cannot be considered
any more sufficient after what has been outlined in the
sections on structure and spectra). The technical, i.e.
computational, restrictions prevent an access of MD
simulations to the exchange processes in the first hydra-
tion shell of first-row divalent and trivalent transition
metal ions. First-shell exchange processes at heavier
jons such as Ag(I) and Hg(II), however, are occurring



114 B.M. Rode et al. / Journal of Molecular Liquids 110 (2004) 105-122

in the accessible MD time-scale, as are those of main
group metal ions such as Li(I) [50] and Ca(Il) [66].
For ions with an inert first shell, exchange processes
between second shell and bulk can be well observed
within the MD time-scale, opening thus an experimen-
tally hardly accessible part of the solvates’ dynamics to
detailed investigation. The combination of numerical
evaluation tools and recently developed suitable visual-
isation tools for trajectories (MOLVISION® [67]) is pro-
viding very detailed insight into the dynamics of
exchange processes, with a resolution of a few femto-
seconds. This opportunity has been utilised for the
elucidation of mechanisms to be discussed in this
section,

Exchange processes have been classified [64] by
simple chemical models as associative (A), dissociative
(D) and interchange (I) processes, the latter referring to
concerted mechanisms where either an associative (I,)
or a dissociative (I;) step can dominate. High-pressure
NMR data, in particular the so-called ‘volume of acti-
vation’ [68], have been used to assign these mechanisms
to many ligand exchange processes. Even calculations
of gas-phase ion—water complexes have been used to
relate d-electron configurations of metal ions to these
processes [69-74].

When the first ab initio QM/MM MD simulations
showing actual exchange processes were realised [66],
it soon became clear that the simple models might not
be able to cope with the variety of processes actually
occurring. In the case of Ca(lIl), the use of a density
functional instead of the ab initio HF formalism for the
QM region reversed the picture of the water exchange
mechanism from dissociative to interchange type, show-
ing clearly that these processes are even more sensitive
to methodical accuracy than structural data. Though all
subsequently reported results for exchange processes
have been obtained at ab initio HF level with the
previously mentioned basis set quality, it cannot be
excluded that a higher level of sophistication would
fine-tune the picture of the mechanisms and the related
times of residence. On the other hand, the pictures
obtained are certainly an enormous progress in the
understanding of femto- and picosecond dynamics in
ionic solutions and much more detailed and accurate
than any model previously derived or postulated by
either theoretical or experimental methods.

For the discussion of the exchange dynamics, MRTs
for water ligands in the first or second shell (according
to the available time-scale) have been computed both
by the formula of Impey et al. [75] and by measuring
the actually occurring processes in the MD trajectories,
which in most cases lead to an identical result. These
values are collected in Table 7.

Within the simulations’ time-scale, first-shell ex-
change processes were only accessible for main group

Table 7
Mean residence times of ligands in hydration shells

Ion First shell Second shell
(ps) (ps)
Li* 11 -
Ag* 14 10
Ca** 40 17
A\ - 18
Mn?* - 24
Fe?* - 24
Co?* - 26
Cu?* - 23
Hg?* 42 15
Ti** - 26
Fe*+ - 48
Co’* - 55

elements and the transition metal ions Ag(I) [20] and
Hg(ID) [20].

One should bear in mind that due to the short
simulation time of 20—30 ps, not many exchange pro-
cesses can be observed, which makes statistics rather
poor and, therefore, the determination of very accurate
residence times difficult. Nevertheless, the order of
magnitude for such data should be correct, which is
already much more than experimental techniques can
provide within this part of the time-scale, and which
shows that estimations from spectral line widths may
sometimes be wrong by orders of magnitude.

Exchange processes in the first hydration layer of
Ag(I) and Hg(II) can be compared to the main group
ions Li(I) and Ca(II) (cf. Table 6). The MRT of a
water ligand at Ag(I) is almost 3 times shorter than that
at Ca(1l), but 1.3 times longer than that at Li(I). At
Hg(II) exchange occurs with the same frequency as that
at Ca(Il). Both comparisons demonstrate the stronger
stability of hydration shells of transition metal ions in
relation to those of main group metal ions with equal
or even smaller ionic radii. The experimental estimation
[64,65] for Ca(ll) is ~1077-107° s, the simulation
delivers 0.04X10~° s. For Hg(Il), experimental esti-
mations [64] gave a value approximately 10~° s, which
is more than one order of magnitude too high, compared
to the QM/MM simulation result. Owing to the very
indirect ways of experimental determination in this part
of the time-scale, it is believed that the simulation
values are more realistic.

Experimental estimations for second-shell residence
times of water ligands are only available for Cr(III)
(128 ps [76]), for which no ab initio QM/MM simula-
tion data are available yet. However, it can be assumed
that the second-shell residence times are related to the
experimentally more easily accessible first-shell ligand
residence times. For the first-shell residence times the
order is (for V(II) and Co(IIl) no reliable values are
available)
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Cr(IID) > Fe(III) > Ti(I1I) > Co(ID)
~ Fe(II) > Mn(II) > Cu(1)

which shows clear differences from the order of bond
strength resulting from the force constants discussed in
the previous section:

Ti(IID),,, > Co(II) > Ti(IID),, > Fe(I11) 32> Fe(II) ~ Ni(II)
~ V() ~ Cu(ll),,
~Co(IT) > Hg(I1) > Mn(II) > Cu(Il) , > Ag(I)

indicating that ligand exchange is a multifactorial pro-
cess not dominantly determined by ion—ligand binding
strength. The second-shell exchange rates evaluated
from the QM/MM MD simulations show the order (cf.
Table 7)

Co(III) > Fe(I1I) » Ti(III) ~ Co(II) ~ Fe(II) ~ Mn(II)
~Cu(ID) > V(D)

which is very similar to that of experimental first-shell
rates, although the differences are by far smaller than
between first-shell rates. Among the divalent ions, the
case of Cu(ll) is of particular interest, as the Jahn—
Teller effect facilitates first-shell ligand exchange, result-
ing in a much faster exchange rate in comparison to
neighbouring Fe(II), Ni(II) and Zn(II) ions [64]. This
acceleration is not really reflected in the simulation data
for the second shell, where the MRT for Cu(Il) is 23
ps, compared to 24 and 26 ps for Fe(Il) and Co(II).
The trivalent ions Fe(IIl) and Co(III) show almost
identical MRTs of ~ 350 ps for their ligands. However,
Ti(II) second-shell ligands stay in average only half of
this time—indicating a possible influence of a Jahn—
Teller distortion in the first shell on the dynamics of the
second shell. Apparently the trivalent d' ion is more
susceptible to this effect than the divalent d° Cu(II) ion.

As verbal descriptions and snapshot pictures can give
only a very limited insight into the ‘real’ dynamics of
ion solvates, some animated pictures suitable for any
browser and trajectory files prepared for visualisation
with the MOLVISION® [67] program have been made
available. They are listed in Section 10.

Looking at the exchange processes with these tools it
becomes evident that the classification of exchange
mechanisms for the ions such as A, D, I, and I, is a too
simplistic view of the complex interplay of ion—ligand
and ligand-ligand bond formation and breaking pro-
cesses. In some cases, one of these processes can be
regarded as dominant, but not as the only one occurring,
in others an initial associative step is followed by a
removal of two ligands to larger distances (but not in a
‘concerted action’ as proposed for I;), which again
would rather classify the mechanism as dissociative.
When a second ligand type is involved, the situation

becomes even more complicated (vide infra). A more
general and realistic classification of exchange mecha-
nisms seems to be possible on the basis of visualised
ab initio QM/MM simulations, after a larger number of
trajectories have become available for a variety of ions.
For two examples, individual descriptions of the specific
mechanism will be presented here.

One of the most interesting cases is Ag(I), where the
first Ag—O RDF peak’s splitting already indicates an
unusual coordination [20]. Watching the dynamical pro-
cesses one can see that in average two water ligands are
located at a closer distance to the ion, and three at a
larger one. One of the latter will move towards the
second shell, leaving Ag(I) 4-coordinated, but only for
a short time, until 1-2 second-shell ligands approach
the ion again, recreating the labile 5-coordinated hydra-
tion state previously described, and for short intervals
even six ligands can reside inside the wider first shell.
An attempt at a classification of the mechanism would
therefore either lead to I, or I, depending on which of
the two observed transition states is chosen as reference.

With Hg(II) starting from the most common sixfold
coordination, a quickly (within 0.2 ps) changing coor-
dination sequence of 7-5-6 was recorded first in the
visualisation, followed by a rather ‘stable’ (~0.5 ps) 7-
coordinated transition state and then leading to a stable
sixfold coordinated configuration again. One could
therefore classify the mechanism as dominantly ‘asso-
ciative’ [20].

7. Dynamics of the Jahn-Teller effect

A very special case in terms of ligand exchange
mechanisms is the Jahn—Teller distorted ions Ti(III) and
Cu(II). Possible consequences of this effect for second
hydration shell exchange rates have been mentioned
before. Another feature accessible to the simulation
technique is the Jahn—Teller distortion itself. From NMR
data, which certainly allow only rough estimations for
the relevant time-scale of picoseconds, it has been
postulated for Cu(Il) that between two exchange pro-
cesses the Jahn—Teller distortion should change 45 times
[77], which would mean a conformational change rough-
Iy every 20-30 ps.

On the basis of ab initio QM/MM MD simulations,
we can confirm that the conformational changes due to
the Jahn-Teller effect indeed take place much faster
than the exchange processes in the first, and even faster
than those in the second hydration shell of both Cu(1l)
and Ti(IlI) ions. The realistic life-time of a given
conformation is below the picosecond level, approxi-
mately 100-300 fs in the case of Cu(II) [20], and by
another order of magnitude shorter in the case of Ti(III)
[20]. It could be further shown that the distortions do
not always follow the classical picture of two trans-
located ligands at elongated distances (which, however,
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is the dominating structure for Cu(II)), but that confor-
mations with two neighbouring (cis) ligands at larger
distances are realised as well, and that even intermedi-
ates with 3—4 elongated bonds occur. In average, two
elongated bonds are present, which explains why dif-
fraction measurements of Cu(II) solutions [15]—reflect-
ing a long-time average—could be fitted to a model
with two elongated ‘axial’ and four shorter ‘equatorial’
bonds.

Fig. la—c illustrate some typical conformations by
‘snapshots’ taken from the trajectory, in which red O
atoms are located within the short distance (<2.10),
yellow O atoms at the elongated distances (2.10-2.30)
and blue oxygens in the second hydration shell (>3.0).
Bulk water is only shown by the bonds (blue/white)
and dashed lines represent hydrogen bonds.

The hydrated Cu(Il) and Ti(III) ions were taken as
subject of a further methodical examination of the ab
initio QM/MM MD technique: for Cu(II) [20] and
Ti(IIT) [20], such simulations were re-performed, addi-
tionally including the full second hydration shell into
the QM region, ie. a total of approximately 25 water
molecules, up to a distance of ~6 A from the central
ion. The comparison with the simulations performed
with only the first shell inside the QM region showed
that most features remained unchanged, in particular
those of the first shell and what has been said about the
Jahn—Teller dynamics. However, the second hydration
shell moved closer to the ion and became clearly
separated from bulk water in the case of Ti(IIl) (Fig.
2). In the case of Cu(lIl), the first shell also does not
show any significant differences, whereas the second
shell is located closer to the ion again (4.25 instead of
4.75 A peak maximum), but in this case the separation
from bulk is not so pronounced as for the trivalent
titanium ion.

These results show that the effort of simulating with
two hydration shells (increasing CPU time by a factor
of almost 10) will mostly be needed in cases where
very accurate data are desired, in particular for second
hydration shell structure and/or dynamics.

8. Ion solvation in mixed solvents

8.1. The formation of microspecies and preferential
solvation

The presence of different potential ligand molecules
in a mixed solvent leads to a competition for the
coordination sites at the metal ion, which is determined
by the relative concentrations, by the steric factors and
by the intrinsic binding affinities to the ion. This
phenomenon of preferential solvation has been utilised
for numerous chemical processes in order to provide
suitable active forms of reactants through specific sol-

vation. Preferential solvation has been a subject of
interest, therefore, for many years and classical simula-
tions have been performed to quite some extent
[34,78,79]. Since becoming aware of the potential error
sources of the classical simulations, ab initio QM /MM
MD simulations have been performed for the same and
some further systems recently, and they have revealed a
significant influence of the higher n-body effects ([30—
33]; the details of the simulation protocol can also be
found in these references). Figs. 3 and 4 and Table 8
give a comparison of classical and QM /MM simulation
data for cations in 18.7% aqueous ammonia. The com-
parison indicates that the quantum effects are obviously
even more important for solvates with different ligands,
and that classical simulations can give only a very
qualitative picture of preferential solvation phenomena.

The Na(I) ion [32], which was relatively ‘insensitive’
to higher n-body effects in pure water, already displays
remarkable differences in aqueous ammonia: as can be
seen from Fig. 3, both over-all as well as ligand-specific
coordination numbers are clearly overrated by classical
simulations, and also the relative affinity of the ion to
the ligands, and thus the composition of the solvate
changes upon inclusion of the quantum effects. This
becomes much more visible in the case of the alkaline
earth metal ions Mg(I) and Ca(Il) (cf. Fig. 4), where
the main over-all coordination numbers differ by as
much as three ligands in the first shell, and by four to
five ligands in the second shell [30,33]. At the same
time, the factor indicating the preferential binding of
one ligand compared to its statistical binding probability
changes quantitatively, e.g. from 0.45 to 1.14 in the case
of Mg(Il), reversing the preference from ammonia to
water as ligand, and from 0.53 to 0.79 for Ca(Il) (a
factor >1 means preference of water, <1 preference of
ammonia). The QM/MM data are in full agreement
with the qualitative concept that the ‘hard’ acid Mg(II)
should prefer the ‘harder’ base water, the ‘soft’ Ca(Il)
the ‘softer’ ammonia base.

On the basis of these results, any further investigations
dealing with sensitive data as exchange processes had
and will have to be carried out by the ab initio QM/
MM technique. This is exemplified in the following
sub-section, which focuses on a most important aspect
of mixed-ligand solvates.

8.2. The influence of heteroligands on solvation
dynamics

Experiments dealing with exchange rates of mixed
transition metal ion complexes [80] have indicated that
heteroligands may substantially influence exchange rates
of the other ligands bound in the same coordination
shell. This seemed a most challenging task to test the
power and predictability of ab initio QM/MM MD
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Fig. 1. (a—c) Snapshots of distorted conformations of hydrated Cu(Il) due to Jahn-Teller effect. (d—f) Snapshots of a distorted configuration of
hydrated Cu(II)-NH; complex and (g) distance plots of ligands in the hydrated Cu(I[)-NH, complex, showing exchange processes (Cu-N
distance: black dashed line, Cu—O distances: colored solid lines).

simulations, and Cu(II) was selected as the model tion leads to faster exchange rates and the ion is known
system for several reasons: this ion has been investigated to bind to nitrogen sites easily in biological systems.
very extensively in aqueous solution both by experiment In the model simulations, therefore, Cu(II) with one

and by simulations (vide supra), the Jahn—Teller distor- NH, ligand in the first coordination shell was treated by
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Fig. 2. Ti(Il[)-O RDF of ab initic QM/MM MD simulations: upper part with first hydration shell, lower part with first and second hydration

shells included in the QM region.

the same ab initio QM/MM MD formalism as previ-
ously reported, paying special attention to structural
changes and ligand exchange processes.

For comparison, eventual exchange processes in the
first solvation shell of the main group metal ions Mg(II)
and Ca(II) in aqueous ammonia (18.7%) were investi-
gated via still available partial trajectory files of the
aforementioned QM/MM simulations (Section 8.1).
In the case of the dominantly formed complex

Mg?*(NH;)(H,0)s no complete exchange process is
observed within the accessible 3-ps simulation time, but
in contrast to Mg?* (H,0)s 2 times a ligand moves to a
larger distance clearly located in the inter-shell region
between the two RDF peaks for the first and second
coordination shells, returning to the first shell after
approximately 0.5 ps. These movements indicate a
considerable labilisation of the first shell, for which the
experimental MRT of a ligand is 5 ms in pure water. In
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Fig. 3. Ligand coordination for Na(I) in aqueous ammonia solution:
(a) total coordination number; (b) water ligands and (c) ammonia
ligands.

the case of Ca(Il), the complex Ca®*(NH,),(H,0);s is
the dominant species in aqueous ammonia, and an
exchange via the 8-coordinated species
Ca?*(NH,),(H,0), is observed once within 3-ps sim-
ulation time (in contrast to pure water, this means an
‘A’ instead of a ‘D’ mechanism). Due to the short
accessible simulation trajectory, this observation does
not yet allow a measurement of an enhanced exchange
yet, but the strong structural changes of the heptacoor-
dinated species taking place during the simulation also
indicate a considerably increased flexibility of the first
solvation sphere compared to Ca(Il) in pure water.
Confirming this flexibility, a similar process as observed
for one water ligand at Mg(II) is found for one ammonia
ligand in the first shell of Ca(II), which moves into the
inter-shell region between the first and second spheres
(>3 A), and returns to its binding position in the first
shell after approximately 0.2 ps.

The transition metal ion Cu(Il) shows much more
drastical effects: the introduction of the heteroligand
leads to remarkable distortions of the first solvation
shell, and the Cu:--O distances are enlarged.

The most fundamental consequence of this altered
structure is a strong facilitation of the exchange of water
molecules in the first shell: the rate for this exchange is
accelerated by three orders of magnitude, i.e. from the
nanosecond to the picosecond range, thus making
exchange processes visible within the simulation period.
The complicated mechanism cannot be classified easily
by the simple A, I or D models, as it involves a
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Fig. 4. Ligand coordination for Mg(II) and Ca(Il) in aqueous ammo-
nia solution in first and second solvation shells (separated by dashed
lines in diagrams): (a) total coordination numbers; (b) water ligands
and (c) ammonia ligands.

Table 8
Structural data for solvated ions in 18.7% aqueous ammonia
System 7y r noon References
Li* in H,O0+NH;  1.94 (Li-O) - 31 - [31]
2.08 (Li-N) - 1.0 -
Na‘* in H,0+NH, 230 (Na-0) -~ 37 - [32]
2.41 (Na-N) 1.8

Mg?* in H,O+NH; 2.16 (Mg-0) 4.07 50 153 [30]
2.16 (Mg-N) 4.13 10 57
244 (Ca-0) 453 52 197 [33]
2.64 (Ca-N) 454 20 49

Ca?* in H,O-+NH,
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concerted action of several ligands. It can be exemplified
by some snapshots though, and by distance diagrams,
both displayed in Fig. 1d-g.

This observation of the accelerated ligand exchange
through binding to heteroligands could be of eminent
importance for the activity of metal ions in biological
systems: once a metal ion is coordinated to a binding
site in a biomolecule, e.g. Cu(Il) to a histidine site in a
protein, this would labilise the remaining water ligands
of the metal ion and thus make the ion much more
active for further chemical binding processes and sec-
ondary reactions.

9. Conclusions

The comparison of the results of ab initio QM /MM
MD simulations with those of classical simulations
based on pair plus 3-body interaction potentials derived
from Hartree—Fock energy surfaces clearly shows that
higher interaction terms and instantaneous changes of
electron distribution during dynamical processes in solu-
tion are of eminent importance for an accurate descrip-
tion of solvates. Structural details, vibrational
frequencies and ligand exchange rates cannot be expect-
ed to be more than a rough approximation, when
evaluated from classical potentials. The use of more or
less empirical ‘polarisable’ functions may reproduce
some properties more correctly, but this virtual improve-
ment might give inferior data for other properties, similar
to a too short tablecloth that might cover either side of
the table, but leaving at the same time the other side
blank. Thus, the only alternative to the ab initio QM/
MM MD simulations presented here seems to be
improved ab initio QM/MM MD simulations, i.e. with
the inclusion of a larger QM region, more sophisticated
basis sets and a higher level of theory, as soon as these
improvements become feasible in terms of computation-
al capacity.

For complicated multi-component electrolyte solu-
tions of higher concentrations, where only a complete
ab initio treatment of a much larger subsystem, if not
the whole elementary box, could guarantee this level of
accuracy, classical simulations will remain the only
feasible way of a theoretical treatment for still quite
some time. However, at least 3-body corrections will be
an indispensable requirement for such simulations.
Knowing the limitations of the classical method from
comparisons of QM/MM simulations of single-ion sol-
vates, estimations of the reliability of results can be
achieved. Under such conditions, classical simulations
will still play an important role in predicting microspe-
cies distributions and thus reactivity of composite and
concentrated electrolyte solutions, and they might give
indications towards several aspects of the dynamics of
such solutions as well.

On the other hand, the comparison of available
structural experimental data with the present QM/MM
simulation results have indicated that the simulations at
this level of accuracy are already very reliable, which
puts confidence in the many new insights into compo-
sition, properties and reactivities of solvated ions acces-
sible only through the theoretical instrument of
simulations. In this context, ab initio level MD simula-
tions are becoming a kind of a ‘front runner’ in solution
chemistry, revealing new mechanisms and improved
models for the interpretation of experimental data and
thus stimulating new experiments. Theoreticians put
much expectation on the further development of femto-
second laser pulse spectroscopy in this context. Thus,
the perspective for a harmonic and fruitful symbiosis of
theory and experiment in solution chemistry can be seen
with much optimism and confidence.

10. Supplementary materials

Animated ‘video clips’ (GIF format) illustrating pro-
cesses in solution mentioned in this article are provided
in compressed form for download and observation by
any web browser at the web site ‘www.molvision.com’
under ‘examples’.

For a complete and detailed visualisation of many
dynamical processes, trajectory examples are provided
for download at the same site, and can be displayed
with the help of the program package ‘MOLVISION®’
[67] whose description is also given at the same web
site (‘*handbook’).
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