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#### Abstract

YANGON - MANDALAY EXPRESSWAY/HAZARDOUS LOCATIONS/ EXPECTED CRASH FREQUENCY/EMPIRICALBAYESIAN/NEGATIVE BINOMIAL REGRESSION


The purpose of this research is to identify hazardous locations base on expected crash frequency and to investigate relationships between crash frequencies and road characteristics on Yangon-Mandalay Expressway in Myanmar. This expressway is the most important one in the country since it connects between two big cities, Yangon and Mandalay, and passes through the capital city of Myanmar, which is named Naypyitaw. Traffic crashes on that Expressway become a worse problem resulting in many deaths, injuries, disabilities and damage to both private and public properties. These losses point out that there is an urgent need for a systematic approach to improve road safety. Up to present, there have not been much statistical researches conducted on the topic of road safety improvement for this expressway.

Negative binomial regression model was performed to predict the numbers of crash based on road characteristics variables. These variables include Average Daily Traffic, road geometric variables, presence of bridge and presence of village settlement along the expressway. The last three years traffic crash data were used to develop the crash prediction model. According to the predictive modeling result, it was found that there are relationships between crash frequencies and some road
characteristics variables; Average Daily Traffic, presence of bridge, presence of village settlement, percent downgrade and combination of horizontal curve and slope. After performing crash prediction model, Empirical Bayesian (EB) estimation method was then applied to improve the precision of predicted crash frequency. Finally, four methods, namely Accident Frequency Method, Accident Rate Method, Rate Quality Control Method, and Combined Method, were carried out to identify hazardous locations on Yangon-Mandalay expressway. In hazardous identification section, all road segments were ranked according to their degree of risk and the segment with highest number of crashes was determined more dangerous and ranked as first hazardous location. It is expected that this study will be useful for prioritizing safety treatment for hazardous locations on Yangon-Mandalay expressway under limited budget condition.
$\qquad$
$\qquad$
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## CHAPTER I

## INTRODUCTION

### 1.1 Rationale and Background

Road traffic accidents cause injuries, death and losses of properties; it is one of the problems faced by modern societies of the world today. According to the report of World Health Organization (2013), about 1.24 million people globally die each year as complication of road traffic crashes. There are nearly 3400 deaths a day. Over $90 \%$ of the world's road traffic fatalities occur in low- and middle-income countries, even though these countries have only about half of the world's vehicles. Without taking action, annual road traffic deaths are likely to increase up to 1.9 million by 2030 and might even become the seventh leading cause of death. Therefore, road traffic crashes are prone to be a major socio-economic problem of the world.

In Myanmar, one of the developing countries in Southeast Asia, a new expressway was constructed in 2005. It passes through several cities including Naypyitaw, the capital of Myanmar, as well as linking Yangon to the south and Mandalay to the north. This expressway is one of the road infrastructure development projects undertaken by the former military government in the country and about 40 miles shorter than the existing old highway. It has two traffic lanes for each direction, 366 miles length, with ( 30 ft ) raised median between the direction of traffic flow. Motorcycle and pedestrian were prohibited to access on the expressway. A few funds were invested in safety measure and engineers were instructed by the
government to complete the project in a short period. As a result, the project led to be a rush job. Although it was expected to be the most convenient and safest expressway in Myanmar, many accidents have been occurring on that way. Annual number of traffic crash on that expressway has been increasing with the rapid growth of vehicle ownership. Location of Yangon-Mandalay Expressway is shown in figure1.1.

### 1.1.1 Specifications of Yangon-Mandalay Express way

$>$ A total length of expressway is 366 mile ( 589 km ).
> Road surface comprises two layers of concrete, 12 inches thick surface layer and 6 inches thick lean concrete layer.
> The expressway can withstand vehicle load up to 80 tons and vehicle speed limit is $100 \mathrm{~km} / \mathrm{hr}$.
$>$ It has four lane of traffic with 12.5 ft of each and 30 ft wide raised median.
> There are a total of 905 box culverts, 462 bridges and 116 underpasses on the expressway.

### 1.2 Problem Statement

In all traffic accident reports of Yangon-Mandalay Expressway, human were mostly criticized (due to over speeding) without thoroughly analyzing other factors such as road surface defect, defective geometric design, insufficient number of lanes and lane width, structural deformation of pavement and other road safety management system. Although the major causes of death and level of injury related to traffic crashes on Yangon-Mandalay expressway is due to over speeding and non-wearing of seat-belts, other accident contribution factors such as vehicle error, road environment and road characteristic are also investigable. In all developed and some developing
countries, they generally consider traffic accident based on human characteristics, road characteristics, vehicle characteristics and environmental impact. In several previous researches, it has been observed that road characteristics have significant effects on traffic accident. All accidents in Yangon-Mandalay Expressway are listed as due to "driver error", "over speeding", "tire bursting" is not a good conclusion that other road characteristics are not involved and no further considerations are required. Figure 1.2 and 1.3 describe the current issue that indicating causes of traffic crash on YangonMandalay Expressway based on the accident report (from 2013 to 2014) recorded by policemen. Figure 1.4 and 1.5 represents the types of accidents happened in 2013 and 2014 respectively.

There has not been much statistical research on the topic of traffic crashes due to road characteristics on Yangon-Mandalay expressway as well as identifying hazardous locations. This might have been a result of inadequate information available on road characteristics, road accidents and its impact on human's lives and properties in the country. For that reason, there is an urgent need to determine traffic crashes related to road characteristics on that expressway. In addition, there is in need of establishing affective procedure so as to identify hazardous highway locations based on accident statistics to support highway safety improvement program.

### 1.3 Thesis Objective

The major objectives of the study are:
1 To identify hazardous highway locations and
2 To investigate relationships between road characteristics and traffic crash on Yangon-Mandalay Expressway.


## CAUSE OF ACCIDENTS FOR THE 2013

## CHART 15
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## TYPE OF ACCIDENTS FOR THE 2013

```
CHART 14
TYPE OF ACCIDENTS
TOTAL ACCIDENTS = 259
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## TYPE OF ACCIDENTS FOR THE 2014

```
CHART 15
TYPE OF ACCIDENTS
TOTAL ACCIDENTS = 412
```



### 1.4 Thesis Question

Is there any relationship between traffic crash occurrences and road characteristics on Yangon-Mandalay Expressway?

### 1.5 Scope and limitation of the Study

Traffic accidents generally take place due to a number of factors as follow;
> Human related factors
$>$ Road related factors
$>$ Vehicle related factors
$>$ Environmental related factors and
$>$ Their interrelationship.
Among the above factors, the study mainly focused only on the road related factors on Yangon-Mandalay Expressway due to the limitation of data available.

### 1.6 Expected Contribution

The research finding will contribute to understanding the relationships between road characteristics and traffic crashes and will contribute to provide proper treatments in hazardous locations on Yangon-Mandalay Expressway under limited budget condition. Furthermore, it will contribute to increase public awareness that which parts of the road are dangerous and not dangerous along the expressway.

### 1.7 Thesis Structure

This thesis consists of six chapters. Chapter One contains a background, a statement of the problem, thesis objectives, thesis question, scope and limitation,
excepted contribution and structure. Chapter Two contains literature review of previous work on the study. Chapter Three describes data collection, the methodology and procedures adopted for the study. Analysis and result interpretation are provided in Chapter Four. Chapter five concludes the study followed by recommendation.

## CHHAPTER II

## LITERATURE REVIEW

### 2.1 Introduction

There have been analyzing identifying hazardous highway locations based on expected numbers of crash in previous research. The nature of these research papers vary with different types of roads, different numbers of variables used in the crash prediction model and different methods of analyses. On the base of literature review for the study, the followings are the review of related literatures.

### 2.2 Accident Causative Factors Overview

### 2.2.1 Traffic Volume

Many researchers have considered Average Daily Traffic (ADT) in an accident prediction model as the most effective parameter and it has positive relationship with traffic accidents. In the study of Saffarzadeh and Pooryari (2005), the result showed that if traffic volume increases by 3 percent, accident probabilities will increase by 100 percent. Sloth and Vingaard (2013) have performed a statistical analysis of accident density as a function of Annual Average Daily Traffic (AADT) and other variables related to road characteristics. Their conclusion is that ADT has positive regression parameter and statistically significant, means that accident frequency will increase if traffic volume increases. Similar result, higher number of crashes with higher traffic volume, can be explored out in the paper of Mohammadi and Samaranayake (2014).

### 2.2.2 Geometric Characteristics of Roadway

There are many road geometric factors that influence on traffic crashes. A road horizontal curve element is the one among these effective factors. Lesser degree of horizontal curves (i.e. sharp curve) is the possible geometric features that increase the frequency of accidents (Mohamed, 1999). Aram (2010) claimed the importance of horizontal curve of higher crash rates than straight sections of similar length and traffic composition. The increase in crash rate becomes particularly significant at radii below 200 m , he also reviewed that horizontal curves are more dangerous when combined with gradients and surface with low coefficients of friction. Hanno (2004) stated that combined crest curves are found to be more collision prone than combined sag curves and avoiding vertical/horizontal curves combination enhances safety. In the previous paper, Bauer and Harwood (2013), their accident prediction model indicated that crash frequency increases with decreasing horizontal curve radius and increase with increasing percent grade and grade difference. And they also stated that short horizontal curve at sharp crest and sag vertical curves are associated with higher crash frequencies. Kontaratos at el., (1994) determined the effect of grade in defining the minimum horizontal curve radius. They found out a strong relationship between the radius of horizontal curve and grade; there should have larger minimum curve radius on longitudinal grade at higher vehicle speed. Amgalan and Jigjjav (2013) claimed that vertical (crest and sag) curves influence on traffic safety negatively because of inadequate visibility.

### 2.2.3 Road environment factors

Traffic accidents have been found to be associated with other road environment factors. The variable, presence of village settlement, represents the level of pedestrian interference with vehicles on the highway sections and the section which had a village settlement were found to increase injury crashes by $60.3 \%$ compared with sections with no settlements (Ackaah and Salifu, 2011). Mohammed et al., (2015) also explained that numbers of towns / villages on the routes seem to play an important role in traffic safety. There have very few recent published literature sources on traffic accident and presence of bridge along the expressway. Ogden (1989) reported about bridge crash prediction model and reviewed significant factors associated with bridge crashes.

### 2.3 Crash Prediction Model

An accident prediction model (APM) is a mathematical formula indicating the relation between the safety level of existing roads (i.e. crashes, victims, injure fatalities etc) and variables explain this level (road length, width, traffic volume etc). Traffic volume (vehicle per day) and road length are the most important explanatory variable in an APM. The parameter of the model, however, can vary between types of roads and countries. The reason is that the road characteristics, road user behavior, vehicle type and environment of the road can differ from place to place. Therefore APM should be developed per country and road type in order to determine the safety level of particular road (Eenink et al., 2008).

In statistics, the Generalized Linear Model (GLM) is a flexible generalization of ordinary linear regression. GLM allows response variables that have error
distribution other than a normal distribution. Currently, (GLM) is the popular approach for the development of Crash Prediction Models. There are a number of crash prediction models in several researches to analyze safety performance of the road (Greibe, 2003), (Ackaah and Salifu, 2011), (Kumar et al., 2013) and (Zou et al., 2015). Among them, Poisson regression is the most widely used in modeling count data since accident data are in the form of count and discrete property. However, the use of Poisson regression has been restricted by a limitation; Poisson regression has a strong assumption of mean equal to variance (Miaou, 1993). Negative Binomial (NB) Model is the extension of Poisson model and an alternative approach to modeling over-dispersion (variance > mean) in count data. it has been remained as the most commonly used statistical tool among several statistical models that have been proposed for modeling crash data (Kibar et al.,2013), ( Zou et al., 2015) and (Naznin et al.,2016). Oppong (2012) also argued that NB model is best fit for the overdispersion data. Although NB is more general than the Poisson model, it cannot perform well when the data is under-dispersed (variance < mean) or characterized by low sample mean and small sample size. Conway Maxwell Poisson Model is one of the integrated Poisson model. The main advantage of this distribution over other model is its ability to handle both the over-dispersion and under-dispersion data. However, it is also noted that the model does not perform well when the mean of the sample is low or the sample size is very small (Lord et al., 2008).

### 2.4 Identifying Hazardous road location

Identifying hazardous location is an essential first step of road safety management program. It can be carried out in different ways. Although there is no
universal recognized definition of a hazardous location (or) black spot (or) hot spot, these locations can generally be determined as locations of higher expected number of accident than other similar locations due to local risk factors.

Several alternative methods have been developed to identify black spot in previous research papers. Zegeer (1982), Gharaybeh (1991) and Brown (1992) applied several techniques to identify hazardous locations. These techniques were accident frequency method, accident rate method, accident severity method, rate quality control method and others. Applying these methods separately can limit overall accuracy of the results. Therefore, a collection or combination method has been developed for the better result of accuracy (Utainarumol and Stammer, 1999). Ratanavaraha and Amprayn (2003) investigated the causative highway accident factors for the first stage expressway system in Thailand. Five methods (accident frequency method, accident rate method, quality control method, accident severity method and combined method) of identifying hazardous locations were performed in their research.

Up to present, GIS (Geographic Information System) is a very popular information management technique and provides several capabilities that can identify hazardous highway locations graphically. Identifying hazardous road location with the use of GIS application can be found in papers of (Utainarumol and Stammer, 1999), (Ahsan and Newaz, 2011) and (Rachman and Newaz, 2013).

According to improvement of hazardous roadway segment identification, the sliding-window is a method for selecting an accident with frequent intervals while overlapping a certain length. Although this method is a progressive method for selecting hazardous zone, it does not have even optimal value and an alternative for
the length and placement method (Lee et al., 2013). Elvik (2007) also argued that the use of sliding window approach artificially inflates variation in accident counts.

### 2.4.1 State-of-the-art Approach for Identifying Hazardous road location

Apart from the above study, Elvik (2007) also surveyed about operational definition of hazardous locations in some European countries and finally proposed characteristics of the state-of -the -art approach for identification of hazardous road locations. These characteristics are as following;

1. Hazardous road locations should be identified from a population of sites whose members can be enumerated.
2. Hazardous road locations should not be identified by applying a sliding window approach.
3. Hazardous road locations should be identified in terms of the sitespecific expected number of accidents. The empirical Bayes (EB) method is best suited for obtaining estimates of the expected number of accidents for each site. Use of the EB-method should rely on an accident prediction model.
4. Hazardous road locations should be identified as the upper percentiles in a distribution of the EB-estimates of site-specific safety in a population of sites. They should not be identified in terms of an excessive number of accidents above a certain "normal" level.
5. A suitable period of data for developing an accident prediction model and identifying hazardous road locations is $3-5$ years.
6. Accident severity can be considered when identifying hazardous road locations, provided EB-estimates of the site-specific expected number of
accidents by severity can be obtained. The recorded distribution of accidents by severity should not be used.
7. Specific types of accidents can be considered when identifying hazardous road locations, provided EB-estimates of the site-specific expected number of accidents of each type can be obtained.

According to his statement, it can be summarized that hazardous locations should be identified in terms of the site-specific expected number of crash. In addition, the empirical Bayes (EB) method is best suited for obtaining estimates of the expected number of accidents for each site and the use of the EB-method should rely on a crash prediction model.

### 2.4.2 Empirical Bay (EB) Estimation Method

The empirical Bayes (EB) approach is currently the standard method for estimating traffic safety (Shin, 2008). This is recommended as the state-of -the -art -approach to identify hazardous locations and can increase the precision of estimation and corrects for the regression-to-mean bias (Elvik, 2007). The theory is based on the acceptance that accident counts are not the only key to the safety of an entity; another key is in what is known about the safety of similar entities. A rational estimate must be a mixture of the two keys. The theoretical framework for combining the information contained in accident counts with the information contained in knowing the safety of similar entities is the EB method (Hauer et al., 2002). The EB method use a weight factor, which is a function of over dispersion parameter from a crash prediction model, to combine observed crash frequency and estimated crash frequency from a predicted model into a weighted average (AASHTO, 2010). Valentova and Ambros (2013) performed the comparison between the traditional and

EB approach for identification of hazardous road locations and claimed that the prediction model with EB adjustment offered the result which was more stable in time compared to the traditional approach.

### 2.5 Summary of the Literature Review

The main purpose of the study was to identify hazardous road locations and to investigate relationships between crash frequencies and road characteristics on Yangon-Mandalay expressway. To deal with this purpose, it is necessary to establish a proper methodology. In proceeding discussion of the literature review, the author has already reviewed about identifying hazardous road locations and state - of - the - art approach of it. Generally, identifying hazardous locations can be carried out in different ways. Of them, GIS application, sliding window method and five methods which we called (Accident Frequency Method, Accident Rate Method, Rate Quality Control Method, Accident Severity Method and Combined Method) have been reviewed in the literature of this study. Other methods might be left to be reviewed by the author in the literature review section. To identify hazardous locations, some criteria of the state-of -the-art approach were considered in the study rather than using traditional method. To overcome this point, an accident prediction modal and Empirical Bay (EB) estimation method were carried out in order to predict expected numbers of accident. And then four methods (Accident Frequency Method, Accident Rate Method, Rate Quality Control Method and Combined Method) were performed for identification of hazardous locations.

## CHAPTER III

## METHODOLOGY

### 3.1 Data Collection and Analysis

The data were specified into three groups; crash data, road data and road geometric data. Crash data consists of several types of collision based on the 2013 2015 period. The road data comprises information on AADT, surface roughness and surface type of the road, lane and median width, terrain type of the road, location of bridges, locations of village settlement and locations of guardrails. And the road geometric data contains horizontal and vertical profile of the expressway. Secondary types of data were acquired from the Ministry of Construction of the Myanmar government. The data were then extracted and processed by using Microsoft Excel application to perform the crash prediction model.

### 3.1.1 Crash data

In developed and some developing countries, traffic crash data are collected by responsible organization. Their data collecting systems are of wellspecified standards and detailed procedures. In Myanmar, traffic crash report forms are usually filled by policemen. Therefore accident report forms stated by policemen were the only source for obtaining crash data. They cannot thoroughly understand about the trends and patterns of traffic crash, road safety and road features. Consequently, traffic crash data are lack of shortage such as:
> The form does not hold adequate information which is needed for traffic safety analysis.
> Police officers without engineering sense usually adopt the crash report filling process, therefore sometimes; they do not fill report form perfectly.
> Most of the accident causes were assumed to have been speeding.
Crash data received for analysis of study were in the form of paper document. In these documents, crash were identified based on the information; such as (a) date, time and location of the crash, direction of travel (b) driver's name, vehicle type and license plate number, (c) Assumption of crash occurrence, total number of vehicle involved in the crash and numbers of fatal and injured person involved in the crash . As a result of the reason that has been mentioned, collecting and managing crash data for the study was a difficult process.

Motorcycle and pedestrian are not allowed to access on the Yangon-Mandalay expressway, but some road users do not follow the vehicle access regulations. Hence, the crash data contain numerous sources of accidents; include (motorcycle collisions, single vehicle collisions, collisions involving two vehicles, collisions with animals, collisions involving vehicle and pedestrians and collisions due to vehicle breakdown and mechanical failure). Motor vehicle collisions due to vehicle breakdown and mechanical failure were extracted from the recorded crash data and were not considered in analysis process.

### 3.1.2 Road data

All of the road data were received in hard copy (paper document) format and the first step was to consider which variables were the most suitable for the study. To obtain annual average daily traffic for individual road segments, the following types of data were collected from the Ministry of Construction.

1. Seven days traffic survey carried out at the specific locations of the expressway.
2. Yearly traffic volume (for 2013, 2014, and 2015) that has been recorded by toll stations located along the expressway.

A comparison between the above two types of traffic volume data had been made to find out the reliable value of AADT for the study.

There are a total of 905 box culverts, 462 bridges and 116 underpasses along the Yangon-Mandalay expressway. To figure out relationship between presence of bridge and crash frequency, all of existing box culverts and underpasses were considered as bridge. The variable used in the crash prediction model of the study, presence of bridge, was categorized into three levels and these levels were (1) no bridge presence, (2) one bridge presence and (3) two and more bridges presence.

For determining presence of village settlement along the expressway as a predictor variable in the model; all villages located within 0.6 mile from the right of expressway were considered.

### 3.1.3 Road geometric data

Road geometric data consists of horizontal and vertical profile of the expressway and these are soft copy (scanned document) format. The total number of horizontal curves on the expressway was (293), their radius ranging from (170) to (5000) meter. (59) percent of these curves had a radius between (170) and (600) meter, and (41) percent of the radii values were between (600) and (5000) meter respectively. The curves having radii value less than ( 600 meter) were considered as sharp horizontal curves for the study. The horizontal curvature of each road segment for



Table 3.1 Variable Selection

| No | Type of variable | Variable description |
| :---: | :---: | :---: |
| 1 | Response variable | Number of accident in three years per road segment |
| 2 | Predictor variables | Annual Average Daily Traffic per road segment |
| 3 |  | Presence of sharp horizontal curve per road segment |
| 4 |  | Average horizontal curvature per road segment |
| 5 |  | Percent upgrade per road segment |
| 6 |  | Percent downgrade per road segment |
| 7 |  | Combination of horizontal curve and slope per road segment |
| 8 |  | Presence of bridge per road segment |
| 9 |  | Presence of village settlement per road segment |

### 3.4 Variable Explanation on Safety Aspect

This section explains the nature of predictor variables used in the crash prediction model and their influences on the road safety.

### 3.4.1 Annual Average Daily Traffic and Average Daily Traffic

Annual average daily traffic, abbreviated AADT, is the total volume of vehicle traffic of a highway or road for a year divided by 365 days. AADT is a useful and simple measurement of how busy the road is. One of the most important uses of AADT is for determining funding for the maintenance and improvement of Highways.

Average Daily Traffic ,abbreviated as (ADT),is the average 24 hours traffic volume ,being the total volume during a stated period divided by the number of days in that period. The relationship between traffic volume and the number of accident has been evaluated in a large number of previous studies. It is also found that traffic volume and number of accidents is directly proportional to each other. Traffic volumes not only have an effect on road safety, it is also necessary for the determination of accident rates.

### 3.4.2 Horizontal Curve and it's Radius

Horizontal curves are the one of important elements in geometric design of highway. A horizontal curve provides a transition between two tangent strips of roadway, allowing a vehicle to negotiate a turn at a gradual rate rather than a sharp cut. The design of the curve is dependent on the intended design speed for the roadway, as well as other factors including drainage and friction. These curves are semicircles as to provide the driver with a constant turning rate with radii determined by the laws of physics surrounding centripetal force.

### 3.4.2.1 Types of Horizontal Curves

There are four types of horizontal curves and they can be described as follows:

1. SIMPLE: The simple curve is an arc of a circle. The radius of the circle determines the sharpness or flatness of the curve.
2. COMPOUND: Frequently, the terrain will require the use of the compound curve. This curve normally consists of two simple curves joined together and curved in the same direction.

the centripetal force needs to be greater for a tighter turn (one with a smaller radius) than a broader one (one with a larger radius). On a level surface, side friction serves as a countering force to the centrifugal force, but it generally provides very little resistance/force. Thus, a vehicle has to make a very wide circle in order to make a turn on the level.

Given that road designs usually are limited by very narrow design areas, wide turns are generally discouraged. To deal with this issue, designers of horizontal curves incorporate roads that are sloped at a slight angle. This slope is defined as super elevation, which is the amount of rise seen on an angled cross-section of a road given a certain run. The presence of super elevation on a curve allows some of the centripetal force to be countered by the ground, thus allowing the turn to be executed at a faster rate than would be allowed on a flat surface. Super elevation also plays another important role by aiding in drainage during precipitation events, as water runs off the road rather than collecting on it. Generally, super elevation is limited to being less than 14 percent, as engineers need to account for stopped vehicles on the curve, where centripetal force is not present.

The radius of horizontal curve is also an important design aspect of the geometric design and road safety. The allowable radius ( R ) for a horizontal curve can be determined by knowing the design velocity (V), the coefficient of side-friction factor $\left(\mathrm{f}_{\mathrm{s}}\right)$, gravitational force (g) and the allowable super elevation on the curve (e).

$$
\begin{equation*}
\text { Radius of horizontal curve, } \mathrm{R}=\frac{\mathrm{V}^{2}}{\mathrm{~g}\left(\mathrm{e}+\mathrm{f}_{\mathrm{s}}\right)} \tag{3.2}
\end{equation*}
$$

The radius of the curve determines flatness and sharpness of it. The smaller radius of the curve, the sharper the curve will be. For high speed highway, curves must be flat and have large radius to prevent unnecessary traffic accidents.

Accidents on horizontal curve are a case of concern in all countries, whatever the level of development of their road system (Elvik and Muskaus, 1994). While driving on country roads; driver's perceptual expectation of the trajectory of the road mainly depends on the road geometric alignment. When the road is mainly straight, drivers do not always expect sudden sharp curves to occur. When the road has numerous curves, on the other hand, drivers are more likely to expect further curves on the road ahead. Accordingly, higher accident rates have been found in sharp curves on roads with only few curves, compared to sharp curves on road with many sharp curves.

### 3.4.3 Degree of Curvature

The degree of curvature is defined as the central angle to the ends of an arc or chord of agreed length. The chord definition, displaying in fig 3.4, is used in railway practice and in some highway work. This definition states that the degree of curve is the central angle formed by two radii drawn from the center of the circle to the ends of a chord 100 feet (or 100 meters) long.

The ratio between the degree of curvature (D) and $360^{\circ}$ is the same as the ratio between 100 feet of arc and the circumference (C) of a circle having the same radius. The relationship between horizontal curve radius degrees of curvature can be expressed as follows:

$$
\begin{equation*}
\frac{\mathrm{D}}{360^{\circ}}=\frac{100}{\mathrm{C}} \tag{3.3}
\end{equation*}
$$



$\frac{\text { Rise }}{\text { Run }}$


$$
\frac{\text { Rise }}{\text { Run }} x 100
$$

driver's ability to control the vehicle. The two important accepts are; the grade needs to be compatible with the braking capabilities of the vehicle and the grade will affect a vehicle's stopping distance.

### 3.4.5 Combination of Horizontal and Vertical Alignment

Horizontal and vertical alignments are permanent design for study justification. It is extremely difficult and costly to correct alignment deficiencies after a highway is constructed. When manipulating a combination of horizontal and vertical alignment, it is important to consider the effects of the combination of both in the design stage. The combination of horizontal and vertical alignment produces the direct effect on the driver's perception, operating speed, driver's visual demand, vehicle stability, aesthetics of highway and safety. According to the study of Smith and Lam (1994), overlapping sag vertical curve would cause a horizontal curve to appear flatter while an overlapping crest curve would cause a horizontal curve to look sharper. This finding may reflect the driver to underestimate or overestimate on their perception. Regarding this finding, field measurements were carried out by Hassan et al., (2003). They tried to make sure the findings about the drivers' perception of the combinations of horizontal and vertical alignments. 1211 speed observations were collected on 6 sites of combinations of horizontal and sag curves and 1329 observations on 7 sites of combinations of horizontal and crest curves. And they confirmed that driver behavior on the approach to the horizontal curve varies with the type of overlapping vertical curve. Drivers commonly decelerated their operating speeds on the approach to crest combinations while drivers accelerated just before the beginning of horizontal curves in sag combinations. These finding may reflect the driver to underestimate or
overestimate on their perception at the location where horizontal and vertical alignment combination.

### 3.4.6 Presence of Bridge along the Expressway

Bridges are vital components of the transportation infrastructure in all countries. A highway bridge carries a highway over an obstruction. Highway bridge traffic safety can be affected by many factors. These factors are road way width, shoulder width, approach guard rail and bridge rail, approach sight distance, approach roadway width, approach road way curvature, approach gradient, lighting, signing and delineation, presence of nearby ramps or intersections and presence of nearby lane drops or pavement transitions etc.

### 3.4.7 Presence of village settlement

Increasing human settlement adjacent to an expressway has conflicts between traffic movement and access of local people to that expressway and this is challenging road safety issue. To improve safety, highways should be designed to bypass village settlements if it is possible.

### 3.5 General review for basic Crash Prediction Model

An accident prediction model can be used by jurisdictions to make better safety decisions and as part of network screening to identify sections that may have the best potential for improvements. The basic form of accident prediction models is as follow:

$$
\begin{equation*}
\mathrm{E}(\mathrm{y})=\alpha \times \text { Traffic } \text { Volume }^{\beta_{1}} \times \text { Section Length }^{\beta_{2}} \tag{3.9}
\end{equation*}
$$

The estimated expected number of accidents, $\mathrm{E}(\mathrm{y})$, is a function of traffic volume and section length. The effect of traffic volume and section length on accident
frequencies is modeled in terms of an elasticity that is a power, $\beta$, to which traffic volume is raised.

The effects of other various risk factors can also influence the probability of accidents; the risk factors may concern the road geometric, road environment and road user behavior. Therefore, a complex accident prediction model can be expressed as the following equation.

$$
\begin{equation*}
\mathrm{E}(\mathrm{y})=\alpha \times \text { Traffic Volume }{ }^{\beta_{1}} \times \text { Section Length }{ }^{\beta_{2}} \times \sum_{\mathrm{i}=0}^{\mathrm{n}} \beta_{\mathrm{i}} X_{\mathrm{i}} \tag{3.10}
\end{equation*}
$$

Where; $\mathrm{E}(\mathrm{y})=$ predicted number of accident
$\mathrm{X}_{\mathrm{i}}=$ set of variable denoting as risk factors
$\alpha, \beta=$ model intercept and coefficients
The traffic volume and risk factors are the independent variables of the model. The choice of these variables to be included in an accident prediction model ought to be based on theory. However, the usual basis for choosing explanatory variables appears to be simply data ayailability. They should include variables that:
> have been found in previous studies to exert a major influence on the number of accidents;
> can be measured in a valid and reliable way;
$>$ are not very highly correlated with other explanatory variables included.
It is recommended that basic APMs are developed for several road types depending on the national situation. Basic means that no risk factors are included, and only the traffic volume is used. In general, the accident numbers will be higher at increasing traffic volumes, but the accident rate will drop. These APMs could be used to benchmark one's roads. If the expected number of accidents is significantly lower
than what is observed in reality, it is likely that there are some flaws in road design (Eenink et al., 2008). A good and detailed APM requires much data of good quality and detail that is usually not available. The APM outcomes can differ in different regions or countries.

### 3.6 Statistical Overview of Crash Prediction Model

The study mainly focused on the relationships between traffic crash and road characteristics to predict the number of crash. It is generally known that there is a complex relationship between traffic crash frequency and road characteristics. A factor or a combination of factors is an origin of crash occurrences. To control this complexity, crash prediction models can be used as a tool. Crash prediction models are used to predict the number of crashes on highways based on various crash modification factors such as traffic volume, lane width, shoulder width, degree of curvature etc.

In statistical modeling, regression analysis is a statistical process for estimating the relationships among variables. It includes many techniques for modeling and analyzing several variables, when the focus is on the relationship between a dependent (response) variable and one or more independent (predictors) variables. More specifically, regression analysis helps to understand how the typical value of the dependent variable changes when any one of the independent variables is varied, while the other independent variables are held fixed. The two basic type of regression model are linear and non linear model.

### 3.6.1 Traditional Linear Model

To review accident prediction model, traditional linear model is the first introduce among other alternative statistical regression models. A traditional linear model is of the form;

$$
\begin{equation*}
\mathrm{Y}_{\mathrm{i}}=\mathrm{X}^{\prime} \mathrm{i} \beta+\varepsilon \mathrm{I} \tag{3.11}
\end{equation*}
$$

$Y i=$ response variable of the $i^{\text {th }}$ observation
$X_{i}=$ explanatory variables of the $i^{\text {th }}$ observation
The vector of unknown parameter $\beta$ is estimated by a least squares fit to the data Y, which is normally distributed. The عi are assumed to be independent, normally distributed with zero mean and constant variance, $\varepsilon \mathrm{i} \sim \mathrm{N}\left(0, \sigma^{2}\right)$. X is fixed and constant variance $\sigma^{2} \cdot$ The expected value of $Y i$, denoted by $i=X$ 'i $\beta$.

Traditional linear models have types of problem while these are used extensively in statistical data analysis; the problems are as follow:
> It might not be reasonable to assume that data are normally distributed. For example, the normal distribution (which is continuous) might not be adequate for modeling counts or measured proportions that are considered to be discrete.
$>$ If the mean of the data is naturally restricted to a range of values, the traditional linear model might not be appropriate, since the linear predictor $x_{i}^{\prime} \beta$ can take on any value. For example, the mean of a measured proportion is between 0 and 1, but the linear predictor of the mean in a traditional linear model is not restricted to this range.
$>$ It might not be realistic to assume that the variance of the data is constant for all observations. For example, it is not unusual to observe data where the variance increases with the mean of the data.

### 3.6.2 Generalized Linear Model

A generalized linear model is the extension of the traditional linear model and is therefore applicable to a wider range of data analysis problems. In statistics, the generalized linear model (GLM) is a flexible generalization of ordinary linear regression that allows for response variables that have error distribution models other than a normal distribution. There are three components to any GLM:
> Random Component - refers to the probability distribution of the response variable (Y); e.g. normal distribution for $Y$ in the linear regression, or binomial distribution for $Y$ in the binary logistic regression, it is also called a noise model or error model.
$>$ Systematic Component - specifies the explanatory variables $\left(X_{1}, X_{2}\right.$, $\ldots X_{k}$ ) in the model, more specifically their linear combination in creating the so called linear predictor; e.g., $\beta_{0}+\beta_{1} x_{1}+\beta_{2} x_{2}+\ldots \ldots+\beta_{\mathrm{n}} x_{2 \mathrm{n}}$.
$>$ Link Function, $\eta$ or $g()$-specifies the link between random and systematic components. It says how the expected value of the response relates to the linear predictor of explanatory variables; e.g., $\eta=g\left(E\left(Y_{i}\right)\right)=E\left(Y_{i}\right)$ for linear regression, or $\eta=\operatorname{logit}(\pi)$ for logistic regression.

## Assumptions:

* The data $Y_{1}, Y_{2} \ldots Y_{n}$ are independently distributed, i.e., cases are independent.
* The dependent variable $Y_{i}$ does NOT need to be normally distributed, but it typically assumes a distribution from an exponential family (e.g. binomial, Poisson, multinomial, normal...)
* GLM does NOT assume a linear relationship between the dependent variable and the independent variables, but it does assume linear relationship between the transformed response in terms of the link function and the explanatory variables; e.g., for binary logistic regression $\operatorname{logit}(\pi)=\beta_{0}+\beta X$.
* Independent (explanatory) variables can be even the power terms or some other nonlinear transformations of the original independent variables.
* The homogeneity of variance does NOT need to be satisfied. In fact, it is not even possible in many cases given the model structure, and over dispersion (when the observed variance is larger than what the model assumes) maybe present.
* Errors need to be independent but NOT normally distributed.
* It uses maximum likelihood estimation (MLE) rather than ordinary least squares (OLS) to estimate the parameters, and thus relies on large-sample approximations.
* Goodness-of-fit measures rely on sufficiently large samples, where a heuristic rule is that not more than $20 \%$ of the expected cells counts are less than 5 .


### 3.6.2.1 Poisson Regression Model

The Poisson regression model, a family of generalized linear model, is a technique used to describe count data as a function of a set of predictor variables. Poisson distribution focuses on the number of discrete events or occurrences over a specified interval, (time, length, distance etc) and can be expressed as follows;

$$
\begin{equation*}
\lambda=\frac{\text { number of occurrences }}{\text { specified interval }} \tag{3.12}
\end{equation*}
$$

$\mathrm{E}(\mathrm{x})=$ expected value $=\quad=\lambda$,
Poisson regression model assumes that the dependent variable yi, the number of accidents in $\mathrm{i}^{\text {th }}$ highway segments during a period of time, follows the Poisson distribution with a parameter $\lambda i$ which is the expected accident frequency (or number of accidents) for $\mathrm{i}^{\text {th }}$ highway section during a period of time. The probability distribution of the model is as follows;

$$
\begin{equation*}
\operatorname{Pr}\left(\mathrm{Y}=\frac{y i}{\lambda \mathrm{i}}\right)=\frac{\mathrm{e}^{-\lambda} \lambda^{\mathrm{yi}}}{y i^{!}}, y_{i}=0,1,2 \ldots \tag{3.13}
\end{equation*}
$$

$\lambda$ is the mean or expected value of Poisson distribution.
$>\lambda$ is also the variance of a Poisson distribution.
> Poisson has one parameter $\lambda$ (lambda).
$\operatorname{Pr}(\mathrm{Y})$ in equation 14 is the probability of y accidents occurring at $\mathrm{i}^{\text {th }}$ highway section during a period of time. In Poisson regression model, the expected accident frequency is assumed to be a function of explanatory variables such that:

$$
\begin{equation*}
\log (\lambda i)=\left(\beta_{0}+\beta_{1} * X_{i 1}+\beta_{2} * X_{i 2}+\ldots+\beta_{\mathrm{n}} * X_{\mathrm{in}}\right) \tag{3.14}
\end{equation*}
$$

Where, $\mathrm{X}_{\mathrm{i} 1}, \mathrm{X}_{\mathrm{i} 2}, \ldots, \mathrm{X}_{\mathrm{in}}$ are the explanatory variables which include the traffic and highway characteristics of $\mathrm{i}^{\text {th }}$ highway section. The model coefficients, $\beta_{0}, \beta 1, \beta 2, \ldots, \beta_{\mathrm{n}}$ , are estimated by maximum likelihood method. The likelihood function is as follows:

$$
\begin{equation*}
\mathrm{L}\left(\frac{\beta}{y, X}\right)=\prod_{i=1}^{n} \operatorname{Pr}\left(\frac{y i}{\mu i}\right)=\prod_{i=1}^{n} * \frac{\mathrm{e}^{-\mathrm{i}} \mu \mathrm{i}^{y \mathrm{y}}}{y i^{i}} \tag{3.15}
\end{equation*}
$$

Where $\mu \mathrm{i}=\mathrm{E}\left(\frac{\mathrm{yi}}{\mathrm{xi}}\right)=\exp \left(\mathrm{x}_{\mathrm{i}} * \beta\right)$
Poisson distribution has a strong assumption of mean equal to variance, which is not generally exhibited by the crash data.

### 3.6.2.2 Negative Binomial Regression Model

Negative Binomial regression is a type of generalized linear model and it is the simple extension of the regular Poisson Regression to allow the variance to differ from its means. Therefore, an error structure is added to the Poisson mean parameter assumed to follow gamma distribution with mean 1 and dispersion parameter $\alpha$. NB regression can overcome possible over dispersion parameter. The probability function of the model is as follows;

$$
\begin{equation*}
\operatorname{Pr}\left(\mathrm{Y}=\frac{y i}{\lambda, \alpha}\right)=\frac{\Gamma\left(y i+\alpha^{-1}\right)}{y!\Gamma\left(\alpha^{-1}\right)}\left(\frac{\alpha^{-1}}{\alpha^{-1}+\lambda}\right)^{\alpha^{-1}}\left(\frac{\lambda}{\alpha^{-1}+\lambda}\right)^{y i},=1,2,3 \ldots \tag{3.16}
\end{equation*}
$$

$>$ The negative binomial distribution has two parameters: $\lambda$ and $\alpha$.
$>\lambda$ is the mean or expected value of the distribution.
$>\Gamma$ is a value of gamma distribution.
The symbol ( $\alpha$ ) in equation 17 can be denoted as a measure of dispersion or over dispersion parameter. When $\alpha$ becomes zero, the negative binomial distribution is the same as a Poisson distribution. In Negative Binomial regression model, the expected accident frequency is assumed to be a function of explanatory variables such that:

$$
\begin{equation*}
\log (\lambda \mathrm{i})=\left(\beta_{0}+\beta_{1} * \mathrm{X}_{\mathrm{i} 1}+\beta_{2} * \mathrm{X}_{\mathrm{i} 2}+\ldots+\beta_{\mathrm{n}} * \mathrm{X}_{\mathrm{in}}\right) \tag{3.17}
\end{equation*}
$$

Where, $\mathrm{X}_{\mathrm{i} 1}, \mathrm{X}_{\mathrm{i} 2}, \ldots, \mathrm{X}_{\mathrm{in}}$ are the explanatory variables which include the traffic and highway characteristics of $\mathrm{i}^{\text {th }}$ highway section. $\beta_{0}, \beta_{1}, \beta_{2}, \ldots, \beta_{\mathrm{n}}$ are the model coefficients estimated by maximum likelihood method. The likelihood function is as follows:

$$
\begin{equation*}
L\left(\frac{\beta}{y, X}\right)=\prod_{i=0}^{n} \operatorname{Pr}\left(\frac{y i}{x i}\right)=\prod_{i=0}^{n} \frac{\Gamma\left(y+\alpha^{-1}\right)}{y!\Gamma\left(\alpha^{-1}\right)}\left[\frac{\alpha^{-1}}{\alpha^{-1}+\mu_{i}}\right]^{\alpha^{-1}}\left[\frac{\mu_{i}}{\alpha^{-1}+\mu_{i}}\right]^{y_{i}} \tag{3.18}
\end{equation*}
$$

Where, $\mu_{i}=\mathrm{E}\left(\frac{y_{i}}{x_{i}}\right)=\exp \left(\mathrm{x}_{\mathrm{i}} * \beta\right)$

### 3.6.3 Correlation Definition and Assumption

Correlation is a bivariate analysis that measures the strength of association between two variables. In statistics, the value of the correlation coefficient varies between +1 and -1 . When the value of the correlation coefficient lies around $\pm$ 1, then it is said to be a perfect degree of association between the two variables. As the correlation coefficient value goes towards 0 , the relationship between the two variables will be weaker. Generally, there are three types of correlations in statistics; Pearson correlation, Kendall rank correlation and Spearman correlation.

### 3.6.3.1 Pearson's Product-Moment Correlation

The Pearson product-moment correlation coefficient (Pearson's correlation, for short) is a measure of the strength and direction of association that exists between two variables measured on at least an interval scale. A Pearson's correlation attempts to draw a line of best fit through the data of two variables, and the Pearson correlation coefficient, $r$, indicates how far away all these data points are to this line of best fit (i.e., how well the data points fit this new model/line of best fit). The following formula is used to calculate the Pearson correlation:

$$
\begin{equation*}
r=\frac{N \sum X Y-\sum(X)(Y)}{\sqrt{\left[N \sum X^{2}-\sum(X)^{2}\right]\left[N \sum Y^{2}-\sum(Y)^{2}\right]}} \tag{3.19}
\end{equation*}
$$

Where: $\mathrm{r}=$ Pearson r correlation coefficient
$\mathrm{N}=$ number of value in each data set
$\sum X Y=$ Sum of the products of paired scores
$\sum X=$ Sum of x scores
$\sum Y=$ Sum of y scores
$\sum X^{2}=$ Sum of squared x scores
$\sum Y^{2}=$ Sum of squared y scores

## Assumptions

$>$ Variables should be measured at the interval or ratio level (i.e., they are continuous).
$>$ There needs to be a linear relationship between the two variables.
$>$ There should be no significant outliers.
> Variables should be approximately normally distributed

### 3.6.3.2 Spearman's Rank-Order Correlation

The Spearman rank-order correlation coefficient (Spearman's correlation, for short) is a non-parametric measure of the strength and direction of association that exists between two variables measured on at least an ordinal scale. It is denoted by the symbol $r_{s}$ (or the Greek letter $\rho$, pronounced rho). The test is used for either ordinal variables or for continuous data that has failed the assumptions necessary for conducting the Pearson's product-moment correlation. The following formula is used to calculate the Spearman rank correlation:

$$
\begin{equation*}
\rho=1-\frac{6 \sum d_{i}^{2}}{n\left(n^{2}-1\right)} \tag{3.20}
\end{equation*}
$$

Where: $\rho=$ Spearman rank correlation
$d_{i}=$ the difference between the ranks of corresponding values Xi and Yi
$\mathrm{n}=$ number of value in each data set

## Assumptions

> Variables should be measured on an ordinal, interval or ratio scale.
> There needs to be a monotonic relationship between the two variables. A monotonic relationship exists when either the variables increase in value together, or as one variable value increases, the other variable value decreases.

### 3.6.3.3 Kendall rank correlation

Kendall rank correlation is a non-parametric test that measures the strength of dependence between two variables. The following formula is used to calculate the value of Kendall rank correlation:

$$
\begin{equation*}
\tau=\frac{n_{c}-n_{d}}{\frac{n(n-1)}{2}} \tag{3.21}
\end{equation*}
$$

Where: $\quad \tau=$ Kendall rank correlation coefficient
$n_{c}=$ Number of concordant
$n_{d=}$ Number of discordant

### 3.7 Empirical Bayesian (EB) Estimation Method

Empirical Bayesian (EB) Method was developed by Reverend Thomas Bayes and it can increases the precision of estimation and corrects for the regression-to-mean
bias. The EB Method adjusts the determination of expected number of accident which is output from accident prediction model. The EB approach is recommended as a state-of-the-art approach to estimate expected number of crashes and identifying hazardous highway locations. The EB Method is applicable at either the site-specific level (where crashes can be assigned to a particular location) or the project specific level (where observed data may be known for a particular facility, but cannot be assigned to the site specific level). Where only a predicted or only observed crash data are available, the EB Method is not applicable (Highway Safety Manual, 2010).

### 3.7.1 The EB Procedure

The procedure combines the recorded crash number of every segment and the expected crash frequency by the prediction model for similar segments. The basic functional form is as follows;

$$
\begin{equation*}
\mathrm{N}_{\text {(expected })}=\mathrm{w} \times \mathrm{N}_{\text {(predicted })}+(1-\mathrm{w}) \times \mathrm{N}_{\text {(observed }} \tag{3.22}
\end{equation*}
$$

Where: $\quad \mathrm{N}_{\text {(expected) }}=$ expected average crashes by EB estimate

$$
\begin{aligned}
& \mathrm{N}_{(\text {predicted })}=\text { predicted average crashes estimated by prediction model } \\
& \mathrm{N}_{\text {(observed) }}=\text { observed or recorded crash frequency } \\
& \mathrm{w}=\text { weighting adjustment factor }
\end{aligned}
$$

The weighted adjustment factor, w , is a function of the crash prediction model's over dispersion parameter, k , and is calculated using following equation.

$$
\begin{equation*}
\mathrm{w}=\frac{1}{1+\mathrm{k} \sum_{\mathrm{i}=0}^{\mathrm{n}} \mathrm{~N}(\text { predicted })} \tag{3.23}
\end{equation*}
$$

Where: $\mathrm{k}=$ dispersion parameter from crash prediction model.

When the value of the over dispersion parameter increases, the value of the weighted adjustment factor will decrease. Hence, more emphasis is placed on the observed rather than the predicted crash frequency.

### 3.8 Methods for Identifying Hazardous Road Locations

Identifying hazardous road locations is the first step of road safety management program and can be carried out in many different ways. Hazardous location can be defined as the one that has a higher expected number of accidents than similar locations due to local risk factors. Identifying hazardous location is great important to land transport authorities and other decision makers to logically allocate the budgets as well as providing other resources in a cost-effective reduction solution.

Zeeger (1982), Gharaybeh (1991),Utainarumol (1999) and Ratanavaraha et.,al (2003) applied five methods for identification of hazardous locations. These were (1) Accident Frequency Method, (2) Accident Rate Method, (3) Quality Control Method, (4) Accident Severity Method and (5) Combined Method. In this study, only four methods (Accident Frequency Method, Accident Rate Method, Quality Control Method and Combined Method) were performed. Accident Severity Method was not considered in the study because of unreliable accident severity data.

### 3.8.1 Accident Frequency Method

This method is used for exploration of concentration of accidents within a fixed or variable segment length. The accident frequencies of each segment are ranked in terms of descending order and the segment having highest number of accidents was determined as first hazardous location.

### 3.8.2 Accident Rate Method

In this method, accident rate was obtained by dividing accident frequency for given analysis period and the million vehicle-miles of travel at highway segment. And then, segments were ranked in descending order. The segment with highest accident rate was defined as first hazardous location.

$$
\begin{equation*}
\mathrm{R}=\frac{\mathrm{A} * 1,000,000}{365 * \mathrm{~T} * \mathrm{~V} * \mathrm{~L}} \tag{3.24}
\end{equation*}
$$

where: $\quad \mathrm{R}=$ accident rate for highway segment (in accidents per million vehicle miles),
A =number of accidents for given analysis period,
$\mathrm{T}=$ time of analysis period (in years or fraction of years),
$\mathrm{V}=$ average annual daily traffic (AADT) during study period, and
$\mathrm{L}=$ length of highway segment (in miles).

### 3.8.3 Rate Quality Control Method

In Rate Quality Control Method, the accident rate, output of Accident Rate Method, was used to calculate the average accident rate ( Ra ) for all segments. This average accident rate (Ra) was then input in the equation to find critical accident rate (Rc) for highway segment.

$$
\begin{equation*}
\mathrm{Rc}=\mathrm{Ra}+\mathrm{K}(\mathrm{Ra} / \mathrm{E})^{0.5}+1 /(2 \mathrm{E}) \tag{3.25}
\end{equation*}
$$

Where: Rc =critical accident rate for highway segment (accidents per million vehicle-miles)
$\mathrm{Ra}=$ average accident rate for all highway segments of similar characteristics $\mathrm{E}=\left(365^{*} \mathrm{~T}^{*} \mathrm{~V}^{*} \mathrm{~L}\right) / 1,000,000$, million vehicle-miles of travel on the highway segment during the study period and
$K=a \operatorname{probability}$ factor determined by the desired level of significance for the equation. K is representing $95 \%$ confidence level and its value is 1.645 .

The locations are ranked based on the ratio of actual accident rate (R) and critical accident rate (Rc). The greater ( $\mathrm{R} / \mathrm{Rc}$ ) value was determined to be more dangerous and ranked first.

### 3.8.4 Combined Method

This method is combined by the previous three methods (Accident Frequency Method, Accident Rate Method and Quality Control Method). The result was defined as danger index (DI) and it was obtained by taking sum of the rank numbers of previous three methods. Therefore the location that has a lower value of DI can be defined as more hazardous and it was ranked first.

$$
\begin{equation*}
\text { DI }=\left(\mathrm{F} \_ \text {Rank }+ \text { R_Rank }+ \text { Q_Rank }\right) \tag{3.26}
\end{equation*}
$$

Where; DI = Danger Index
F_Rank = rank of location by accident frequency method
R_Rank = rank of location by accident rate method
Q_Rank = rank of location by quality control method Individual methods such as accident frequency, accident rate and rate quality control are not suitable to be used alone to identify hazardous highway locations because the results from these individual methods are so highly dependent upon input data. Rankings can drastically change when some situations are changed, such as changing amount of data and time periods, and sometimes the method presents unclear results (Utainarumol and Stammer, 1999).


Figure 3.6 Flow chart of methodology

### 3.9 Summary of the Methodology

The aim of the study was to identify hazardous highway locations and to investigate the relationship between accident frequency and road characteristics on Yangon-Mandalay Expressway. Figure 3.6 indicates the method which was applied in the study and consists of nine steps. First, a total of 366 mile ( 589 km ) long YangonMandalay Expressway was considered as study location. Second, required data were collected from Ministry of Construction. The data comprised two types, road accident data and road physical feature data. These data were then extracted and processed by using Microsoft Excel application. In third step, variables that approximately influence on accident occurrences were selected based on current road condition. After considering variable selection, an accident prediction model (Negative Binomial Regression) was developed in the fourth step. The fifth step was modal result interpretation and it was the finding of relationship between accident frequency and road characteristics on Yangon-Mandalay Expressway. In the sixth step, expected numbers of accident were computed based on the result of crash prediction model that had taken in the fifth step. The main idea of this step was for identifying hazardous road locations based on expected number of crash rather than observed number. Regarding the previous study of identifying hazardous road locations, it was noted that the empirical Byes (EB) estimation method was the best suited for obtaining the expected number of accidents and the use of it should rely on an accident prediction model (Elvik 2008). Therefore EB estimation method was performed in the seventh step. Applying empirical Byes (EB) method enhanced precision of the estimation and eliminates regression to the mean bias in the crash data. After obtaining expected number of accident adjusted by EB estimation method, in the eighth step, the four
methods (Accident Frequency Method, Accident Rate Method, Quality Control Method and Combined Method) were carried out in order to identify hazardous locations on Yangon-Mandalay expressway. Summarizing finding and making conclusion for the study were accomplished at the final step.

## CHAPTER IV

## ANALYSIS AND RESULT

### 4.1 Introduction

This chapter focuses on the analysis of the study. The purposes of the study were (1) identifying hazardous highway locations based on the expected number of accident and (2) examining relationships between crash frequency and road characteristics. Expected numbers of accident on each of road segments were predicted based on the road characteristics variable by developing an Accident Prediction Model (APM). The success of traffic accident prediction model depends on the quantity and quality of the data used to calibrate the model. And there is no precise answer regarding the amount of data required for a good model to be calibrated.

The statistical software package, SPSS (Statistical Package for the Social Sciences), was used for calibrating accident prediction model for the study. This is a widely used program for statistical analysis in social science and can perform highly complex data manipulation and analysis with simple instructions. In this section, Negative Binomial Regression model was performed followed by goodness of fit measures. The goodness of fit of a statistical model describes how well a model fits the observed data. In other words, measures of goodness of fit typically summarize the variation between observed values and the values expected under the model in question.

### 4.2 Defining Study Area

Yangon-Mandalay expressway, whose total length was 366 miles, was defined as study location. Road sections were divided into one mile fixed length segment to calibrate the accident prediction model. Hence a total of 732 observations were obtained for both directions of travel.

### 4.3 Variable Description and Ranking

The latest three years traffic crash data (from 2013 to 2015) were set up as response variable. The other road characteristics variables such as Average Daily Traffic, Presence of bridge, Presence of sharp horizontal curve, Average horizontal curvature, Percent downgrade Percent upgrade, Combination of horizontal curve and slope and Presence of village settlement were handled as predictor variables in the crash prediction model. Table 4-1 displays the selected variables for calibrating crash prediction model and these variables were specified according to their type and nature.

### 4.4 Development of Crash Prediction Model

### 4.4.1 Descriptive statistic

Descriptive statistics, in short, help describe and understand the features of a specific data set, by giving short summaries about the sample and measures of the data. To summarize the data set of the study, Descriptive statistics were carried out and these were broken down into measures of central tendency and measures of variability, or spread. Measures of central tendency included the mean, while measures of variability included the standard deviation or variance and the
minimum and maximum variables. The descriptive statistics for the study is shown in table 4.2. The value of variance and mean of the dependent variable (number of accident) were (2.59) and (1.33) respectively. This means that conditional variance of dependant variable is greater than its conditional mean, which we call over dispersion phenomena in crash data. To overcome this complexity, Negative Binomial regression model was performed with the help of SPSS software.

Table 4.1 Variable Selection and description

| No | Classifying variable for analysis | Variable description | Type of Variable |
| :---: | :---: | :---: | :---: |
| 1 | Response variable | Number of accident in three years per road segment | Continuous variable |
| 2 | Predictor variables | Annual Average Daily Traffic per road segment | Continuous variable |
| 3 |  | Presence of sharp horizontal curve per road segment | Categorical variable $1=$ present, $0=$ absent |
| 4 |  | Average horizontal curvature per road segment | Continuous variable |
| 5 |  | Percent upgrade per road segment | Continuous variable |
| 6 |  | Percent downgrade per road segment | Continuous variable |
| 7 |  | Combination of horizontal curve and slope per road segment | Categorical variable $1=$ yes, $0=$ otherwise |
| 8 |  | Presence of bridge per road segment | $\begin{aligned} & \text { Categorical variable } \\ & 1=\text { None } \\ & 2=\text { one bridge } \\ & \text { presence } \\ & 3=\text { two and more } \\ & \text { bridges presence } \\ & \hline \end{aligned}$ |
| 9 |  | Presence of village settlement per road segment | Categorical variable $1=$ present , $0=$ absent |

Table 4.2 Descriptive statistic of response and predictor variables

|  | N | Min; | Max; | Mean | Std. <br> Deviation | Variance |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of accident | 732 | 0 | 21 | 1.33 | 1.61 | 2.59 |
| Ln -AADT | 732 | 7.15 | 8.06 | 7.63 | .24 | .060 |
| Presence of sharp <br> horizontal curve | 732 | 0 | 1 | .47 | .50 | .250 |
| Average horizontal <br> curvature | 732 | 0 | 146 | 6.61 | 11.92 | 142.14 |
| Percent upgrade | 732 | 0 | 5 | .22 | .448 | .20 |
| Percent downgrade | 732 | 0 | 5 | .33 | .548 | .30 |
| Combination of <br> horizontal curve and <br> slope | 732 | 0 | 1 | .39 | .488 | .23 |
| Presence of bridge | 732 | 1 | 3 | 1.67 | .72 | .52 |
| Presence of village <br> settlement | 732 | 0 | 1 | .20 | .40 | .16 |
| Valid N (list wise) | 732 |  |  |  |  |  |

### 4.4.2 Correlation Test

A number of tests were carried out between variables used in the prediction model to check whether they met the requirements of correlation assumptions or not. And it was found that there were some consequences associated with a violation of the Pearson's correlation assumption in the data. Therefore Spearman rank correlation analysis was accomplished to figure out correlations between variables; not only between response variable and predictor variables but also between predictor variables itself. Low correlation coefficient showed that there was not a strong association between these variables and high correlation coefficient showed that high association exists between them. According to the statistical theory, the value of correlation coefficient between predictor variables shall be low and it shall be high between response variable and predictor variables. Hence variables with high
degree of correlation between predictor variables were removed from the model in order to obtain the better result.

In this regard, it was determined as a strong correlation if the value of coefficient was greater than 0.5 . And it was also determined as weak correlation if the value of coefficient was 0.5 and less than 0.5 . Result of correlation analysis of the study displays in table 4.3.
Table 4.3 Correlation Test Result

| Correlations ${ }^{\text {c }}$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | No. of. Accident | Ln AADT | Presence of Sharp. Horizontal curve | Average horizontal. Cuvature | Percent. upgrade | Percent. downgrade | Combination .of. Horizontal curve. and. Slope | Presence of. bridge | Presence .of. village. settlement |
| Spearman's rho | No. of. Accident | Correalaion Coefficient | $1.000$ | $\begin{gathered} .200^{\prime \prime} \\ .000 \end{gathered}$ | $.237^{\prime \prime}$.000 | $\begin{aligned} & .091 \\ & .014 \end{aligned}$ | $\begin{gathered} -.105^{\prime \prime \prime} \\ .005 \end{gathered}$ | $\begin{aligned} & .140^{\prime \prime} \\ & .000 \end{aligned}$ | .294.000 | $.119^{\prime \prime}$.001 | $\begin{aligned} & .138^{11} \\ & .000 \end{aligned}$ |
|  |  | Sig. (2-tailed) |  |  |  |  |  |  |  |  |  |
|  | Ln AADT | Correalation Coefficient | $\begin{array}{rr} \hline 1000^{\prime \prime} \\ & .000 \end{array}$ | $1.000$ | $\begin{aligned} & .389^{\prime \prime \prime} \\ & .000 \end{aligned}$ | $\begin{aligned} & .395^{\prime \prime} \\ & .000 \end{aligned}$ | $\begin{array}{r} \hline-005 \\ .899 \end{array}$ | $\begin{aligned} & .039 \\ & .296 \end{aligned}$ | $\begin{aligned} & .312^{\prime \prime} \\ & .000 \end{aligned}$ | $\begin{aligned} & .096^{\prime \prime} \\ & .010 \end{aligned}$ | .059.113 |
|  |  | Sig. (2-tailed) |  |  |  |  |  |  |  |  |  |
|  | Presence .of.Sharp. Horizontal curve | Correlation Coefficient | 237 | $\begin{aligned} & .389^{\prime \prime} \\ & .000 \end{aligned}$ | - 1.000 | $\begin{gathered} .769^{\prime \prime \prime} \\ .000 \end{gathered}$ | -. 001 | . 057 | . $621^{\prime \prime}$ | . 155 " | . 036 |
|  |  | Sig. (2-tailed) | . 000 |  |  |  | . 969 | . 122 | . 000 | . 000 | . 334 |
|  | Average .horizontal. Cunvature | Correation Coefficient | $\begin{array}{\|l} \hline .091 \\ \hline \end{array}$ | $\begin{gathered} .395^{\prime \prime} \\ .000 \end{gathered}$ | $\begin{array}{r} \hline .769^{\prime \prime} \\ .000 \end{array}$ | $1.000$ | $\begin{aligned} & .021 \\ & .568 \end{aligned}$ | $\begin{aligned} & .094^{\prime} \\ & .011 \end{aligned}$ | $\begin{aligned} & .590^{\prime \prime} \\ & .000 \end{aligned}$ | .164" | . 046 |
|  |  | Sig. (2-tailed) |  |  |  |  |  |  |  | . 000 | . 210 |
|  | Percent upgrade | Correlation Coefficient | $\begin{array}{cc}  & -105^{\prime \prime} \\ & .005 \end{array}$ | -.005$\quad .899$ | $\begin{array}{r} \hline .001 \\ .969 \end{array}$ | $\begin{aligned} & .021 \\ & .568 \end{aligned}$ | 1.000 | $\begin{gathered} .630^{\prime \prime \prime} \\ .000 \end{gathered}$ | $\begin{aligned} & .093^{\prime} \\ & .011 \end{aligned}$ | $\begin{array}{r} -.037 \\ .316 \end{array}$ | -.071.056 |
|  |  | Sig. (2-tailed) |  |  |  |  |  |  |  |  |  |
|  | Percent.downgrade | Correation Coefficient | $\begin{array}{r} 140^{11} \\ .000 \end{array}$ | $\begin{aligned} & .039 \\ & .296 \end{aligned}$ | .057 <br> .122 | . $094{ }^{\text { }}$ | -.630" | 1.000 | $\begin{aligned} & .187^{\prime \prime} \\ & .0000 \end{aligned}$ | $\begin{gathered} \hline-.018 \\ .626 \end{gathered}$ | .016.656 |
|  |  | Sig. (2-tailed) |  |  |  | . 011 | . 000 |  |  |  |  |
|  | Combination .of Horizontal curve. and. Slope | Correation Coefficient | $\begin{aligned} & .294^{\prime \prime} \\ & .000 \end{aligned}$ | $\begin{aligned} & .312^{11} \\ & .000 \end{aligned}$ | $\begin{aligned} & .621^{11} \\ & .000 \end{aligned}$ | . 590 " | . 093 | .187" | 1.000 | $\begin{gathered} .123^{111} \\ .001 \end{gathered}$ | .065.077 |
|  |  | Sig. (2-tailed) |  |  |  | . 000 | . 011 | . 000 |  |  |  |
|  | Presence .of. bridge | Correlation Coefficient | .119 ${ }^{\text {" }}$ | . 0961 | . $155^{\prime \prime}$ | . $164{ }^{\prime \prime}$ | -. 037 | -. 018 | . $123^{\prime \prime}$ | 1.000 | .068.065 |
|  |  | Sig. (2-tailed) | . 001 | . 010 | . 000 | . 000 | . 316 | . 626 | . 001 |  |  |
|  | Presence of village . settlement | Correalation Coefficient | . 138 " | . 059 | . 036 | . 046 | -. 071 | . 016 | . 065 | . 068 | 1.000 |
|  |  | Sig. (2-tailed) | . 000 | . 113 | . 334 | . 210 | . 056 | . 656 | . 077 | . 065 |  |

*. Correlation is significant at the 0.05 level ( 2 -tailed).
c. Listwise $N=732$

### 4.4.3 Modeling

Base on the previous literature surveys, a basic Safety Performance Function (SPF), referred to Crash Prediction Model (CPM), always includes traffic volume (AADT) and road segment length (L). These variables can be denoted as exposure variables since the predicted number of crash per mile/km is a function of AADT and road segment length. But other site characteristics variables such as lane width, shoulder width, radius/degree of horizontal curves, and presence of turn lanes may also include in a complex SPF.

According to the descriptive statistic of the study, the mean and variance of crash data ware (1.33) and (2.59) respectively. Hence, the frequency of crashes was assumed to follow a Negative Binomial distribution as variance of response variable was greater than its mean. And this was consistent with previous research papers (Dissanayake and Ratnayake, 2006), (Kibar et al., 2013) and (Naznin et al., 2016). Negative Binomial regression is a type of generalized linear model and it is the simple extension of the regular Poisson Regression to allow the variance to differ from its means. The link function of the model is log and model coefficients are estimated by the maximum likelihood approach. The relationship between expected numbers of crash $\left(\mathrm{Y}_{\mathrm{i}}\right)$ and predictor variables $\left(\mathrm{X}_{\mathrm{i} 1}, \mathrm{X}_{\mathrm{i} 2} \ldots \mathrm{X}_{\mathrm{in}}\right)$ related to road characteristics on Yangon-Mandalay expressway can be expressed as:

$$
\begin{equation*}
\ln E(Y)=\beta_{0} \times \beta_{1} \ln \operatorname{AADT} \times\left(\sum_{\mathrm{i}=0}^{\mathrm{n}} \beta_{2} \mathrm{X}_{2}+\beta_{3} \mathrm{X}_{3}+\cdots \beta_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}\right) \tag{4.1}
\end{equation*}
$$

Where; $\quad \mathrm{E}(\mathrm{Y})=$ predicted number of crash on a segment length
AADT = Annual Average Daily Traffic
$X_{2}=$ Presence of bridge per road segment
$X_{3}=$ Presence of sharp horizontal curve per road segment
$\mathrm{X}_{4}=$ Average horizontal curvature per road segment
$X_{5}=$ Percent downgrade per road segment
$X_{6}=$ Percent upgrade per road segment
$\mathrm{X}_{7}=$ Combination of horizontal curve and slope per road segment
$\mathrm{X}_{8}=$ Presence of village settlement per road segment
The predictor variable, Annual Average Daily Traffic (AADT) referred to exposure variable in the model and it was transformed into natural log. Transforming exposure variable provided a better fit and was suitable for functional representation of larger AADT values, (Valentova et al., 2014). Furthermore, transforming exposure measures to the natural logarithm was common practice of crash prediction modeling in previous researches, (Ackaah and Salifu, 2011), (Ceunynck et al., 2011), and (Valentova et al., 2014).

### 4.4.4 Model Evaluation

Two statistical measures were used to evaluate the statistical performance of the model. These were the Pearson Chi-square statistics and the Deviance statistics. Table 4.4 displays the goodness of fit measures for the study. The value of Pearson Chi-square and Deviance statistics divided by its degree of freedom were estimated to be 1.081 and 1.088 respectively. This showed that the assumption of Negative Binomial (NB) distribution and the use of NB modal were appropriate for the data since these values were within the acceptable range, between 0.8 and 1.2 (Ackaah and Salifu, 2011; Dissanayake and Ratnayake, 2006). The value of dispersion parameter, estimated from the NB model which has shown in table 3, was found to be
significantly different from zero ( $\varnothing=0.341$ ); this also indicated that the use of NB model was more suitable than using Poisson model (Naznin et al., 2016).

Table 4.4 Goodness of fit test of the model estimated by SPSS statistical software

| Goodness of fit statistics | Value | df | Value/df |
| :---: | :---: | :---: | :---: |
| Deviance | 787.360 | 724 | 1.088 |
| Scaled Deviance | 787.360 | 724 |  |
| Pearson Chi-Square | 782.464 | 724 | 1.081 |
| Scaled Pearson Chi-Square | 782.464 | 724 |  |
| Log Likelihood $^{\mathrm{b}}$ | -1102.3 |  |  |
| Akaike's Information Criterion (AIC) | 2220.14 |  |  |
| Finite Sample Corrected AIC (AICC) | 2220.34 |  |  |
| Bayesian Information Criterion (BIC) | 2256.91 |  |  |
| Consistent AIC(CAIC) | 2264.91 |  |  |

### 4.4.5 Model Parameter Estimation

Table 4.5 represents the parameter estimation of the model result. Any insignificant variables ( $\mathrm{p}>0.05$ ) throughout the process were omitted from the model and only significant variables ( $\mathrm{p}<0.05$ ) were maintained in the model. According to the model result, five predictor variables including presence of bridge, Annual Average Daily Traffic (AADT), percent downgrade, combination of horizontal curve and slope and presence of village settlement were significant with statistical criterions, ( $\mathrm{P}<0.05$ and $95 \%$ confident intervals for the coefficients). This means that crash frequency increases with increasing traffic volume, presence of bridge, increasing percent downgrade, combination of horizontal curve and slope, and presence of village settlement.

Table 4.5 Parameter Estimation of the Model estimated by SPSS statistical software

| Parameter Estimates |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter | B | Std. | $95 \%$ |  | Wald | Hypothesis Test |  |  |
|  |  |  | Lower | Upper | Wald | df | Sig. |  |
| (Intercept) | -4.859 | 1.353 | -7.512 | -2.206 | 12.88 | 1 | .000 |  |
| [Presence of bridge=3] | .087 | .1165 | -.141 | .316 | .560 | 1 | .454 |  |
| [Presence of bridge=2] | .275 | .0862 | .106 | .444 | 10.19 | 1 | .001 |  |
| [Presence of bridge=1] | $0^{\mathrm{a}}$ | . | . | . | . | . | . |  |
| Ln AADT | .609 | .1780 | .260 | .958 | 11.69 | 1 | .001 |  |
| Percent downgrade | .242 | .0635 | .118 | .367 | 14.57 | 1 | .000 |  |
| Combination of <br> Horizontal curve and <br> Slope | .422 | .0840 | .257 | .587 | 25.22 | 1 | .000 |  |
| Presence of village <br> settlement | .286 | .0928 | .104 | .467 | 9.474 | 1 | .002 |  |
| Scale) | $1^{\mathrm{b}}$ |  |  |  |  |  |  |  |
| (Negative binomial) | .341 | .0602 | .242 | .482 |  |  |  |  |

### 4.5 Result Interpretation for Crash Prediction Model

One of the predictor variables, presences of bridge was split into three levels and coded as $(1=$ none, $2=$ one bridge presence and $3=$ two or more bridges presence) in the modeling process. The model indicates that the presence of one bridge on the road segment correlates with a higher crash count. The other variables, no bridge presence and two or more bridges presence, on the road segment are insignificant. It implies that having more bridges on the same segment is less dangerous than having only one bridge. Drivers might be more aware of the presence of more bridges and therefore being more alert and drive more carefully. It has been noticed that some of the bridge on Yangon-Mandalay expressway have complex
geometric approach, lack of bridge-approach guardrail with proper transition and end treatment. This situation might happen to bridge related crashes on the expressway.

The Annual Average Daily Traffic has been used as the exposure variable in all crash prediction models of previous researches and it has positive relationship with traffic accidents, (Saffarzadeh and Pooryari, 2005; Caliendo et al., 2006; Kumar, 2013). The result is compatible with these papers indicating that AADT is statistically significant with positive estimation coefficient; meaning that crash frequency increases with increasing traffic volume.

The variable describes percent downgrade in the model also correlates with higher crash frequency. This situation might concern with the skidding and demand of side friction on downgrade. Downgrade changes the distribution of weight on tires and they can consequently alter the dynamic performance of vehicles in terms of forces and accelerations. As a result, the side friction factor increases as the downgrade increases, (Kordani et al., 2014).

The variable naming combination of horizontal curve and slope in the model has a considerable influence on the crash frequency as indicated by the positive model parameter. The previous study has shown a similar result reporting that horizontal curves were more dangerous when combined with gradients and surface with low coefficients of friction (Aram, 2010). Horizontal and vertical curves should not be designed independently when a section of a highway needs to be designed with combined alignments. Imperfect combination of horizontal and vertical alignment may pose negative impact on driving comfort and worsen safety effect.

Ackaah and Salifu (2011) have found an increase of injury crashes in road sections which has village settlements compared with segments with no settlements.

Likewise, the predictor variable for presence of village settlement in the model displays that it positively correlates with crash count. Crash data used for this study include several types of crash such as collisions involving motorcycle and passenger vehicle, vehicle-animals collisions and vehicle-pedestrian collisions. The vast majority of these accidents can be related to the settlement of local people along the expressway.

### 4.6 Calculating Expected Number of Crash

### 4.6.1 Application of Model equation to find Predicted Number of Crash

 According to the model result, crash frequency increases with increasing traffic volume, presence of bridge, increasing percent downgrade, combination of horizontal curve and slope, and presence of village settlement. Predicted number of crash for each road segment was calculated by following equation:$$
\begin{align*}
\mathrm{E}(\mathrm{Y})= & \operatorname{Exp}(-4.895+0.275 \mathrm{~PB}+0.609 \ln \mathrm{AADT}+0.242 \mathrm{PD}+0.422 \mathrm{CHS} \\
& +0.286 \mathrm{PV}) \tag{4.2}
\end{align*}
$$

Where; $\quad \mathrm{E}(\mathrm{Y})=$ Predicted numbers of crash per road segment P B = Presence of bridge per road segment AADT $=$ Annual Average Daily Traffic per road segment $\mathrm{PD}=$ Percent downgrade per road segment CHS $=$ Combination of horizontal curve and slope per road segment $\mathrm{PV}=$ Presence of village settlement per road segment $\operatorname{Exp}=$ Exponential function (2.718282)

Micro soft Excel application was utilized to calculate the predicted numbers of crash on each of road segments based on the model equation and table 4.6 represents the results for the first nineteen segments on Yangon-Mandalay expressway.

Table 4.6 Predicted numbers of crash estimated by model equation for the first nineteen segments on Yangon- Mandalay expressway

| Begin; <br> mile | End; <br> mile | Observed <br> number <br> of <br> Accident | Ln <br> AADT | Percent <br> downgrade | Combination <br> of Horizontal <br> corve and <br> Slope | Presence <br> of bridge | Presence of <br> vellage <br> settlement | Predicted <br> no of <br> accident |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 8.06 | 0.00 | 0 | 1 | 0 | 1 |
| 1 | 2 | 2 | 7.91 | 0.00 | 0 | 1 | 0 | 1 |
| 2 | 3 | 0 | 7.91 | 0.00 | 0 | 1 | 0 | 1 |
| 3 | 4 | 0 | 7.91 | 0.00 | 0 | 1 | 0 | 1 |
| 4 | 5 | 0 | 7.91 | 0.00 | 0 | 1 | 0 | 1 |
| 5 | 6 | 1 | 7.91 | 0.00 | 0 | 1 | 0 | 1 |
| 6 | 7 | 2 | 7.91 | 0.00 | 1 | 1 | 0 | 2 |
| 7 | 8 | 0 | 7.91 | 0.00 | 1 | 1 | 1 | 3 |
| 8 | 9 | 0 | 7.91 | 0.00 | 1 | 1 | 0 | 2 |
| 9 | 10 | 0 | 7.91 | 0.00 | 1 | 1 | 0 | 2 |
| 10 | 11 | 1 | 7.91 | 1.9 | 1 | 1 | 0 | 3 |
| 11 | 12 | 0 | 7.91 | 0.9 | 0 | 1 | 1 | 2 |
| 12 | 13 | 0 | 7.91 | 0.0 | 0 | 1 | 0 | 1 |
| 13 | 14 | 1 | 7.91 | 0.0 | 0 | 1 | 1 | 1 |
| 14 | 15 | 1 | 7.91 | 0.0 | 0 | 1 | 1 | 1 |
| 15 | 16 | 3 | 7.91 | 0.0 | 0 | 1 | 0 | 1 |
| 16 | 17 | 1 | 7.91 | 0.0 | 0 | 1 | 0 | 1 |
| 17 | 18 | 2 | 7.91 | 0.0 | 1 | 1 | 0 | 1 |
| 18 | 19 | 0 | 7.91 | 0.0 | 0 | 1 | 0 | 2 |

### 4.6.2 Weighting Predicted Numbers of Crash by Empirical Bayes (EB)

## Estimation Method

The EB estimation can increase the precision of estimation and corrects for the regression-to-mean bias. Hence the predicted number of crash on each of road segments that have been calculated above section was adjusted by EB
procedure. This approach adjusts between observed numbers of crash on each road segments and predicted numbers of crash from the prediction model for similar segments. The following basic functional form was applied:

$$
\begin{equation*}
\mathrm{N}_{\text {expected }}=\mathrm{w} \times \mathrm{N}_{\text {predicted }}+(1-\mathrm{w}) \times \mathrm{N}_{\text {observed }} \tag{4.3}
\end{equation*}
$$

Where; $\quad \mathrm{N}_{\text {(expected) }}=$ expected numbers of crash by EB estimate
$\mathrm{N}_{\text {(predicted) }}=$ predicted numbers of crash estimated by prediction model
$\mathrm{N}_{\text {(observed) }}=$ observed or recorded numbers of crash
$\mathrm{W}=$ weighting adjustment factor, it was calculated as follow:

$$
\begin{equation*}
\mathrm{w}=\frac{1}{1+\mathrm{k} \sum_{\mathrm{i}=0}^{\mathrm{n}} \mathrm{~N}_{\text {(predicted) }}} \tag{4.4}
\end{equation*}
$$

Where; $\quad \mathrm{k}=$ over dispersion parameter from crash prediction model, (0.341fromNB model).

As the value of over dispersion parameter (k) increases, the value of weighted adjustment factor decreases. Thus, more emphasis is placed on the observed rather than predicted crash frequency. When the data used to develop a model are greatly dispersed, the reliability of the resulting predicted crash frequency is likely to be lower. In this case, it is reasonable to place less weight on the predicted crash frequency and more weight on the observed crash frequency. On the other hand, when the data used to develop a model have little over dispersion, the reliability of the resulting crash prediction model is likely to be higher. In this case, it is reasonable to place more weight on the predicted crash frequency and less weight on the observed crash frequency. Table 4.7 displays the standard deviation and coefficient of variation
of observed crash frequency as well as expected crash frequency which is adjusted by EB method. It had been found out that expected crash frequency approached by EB adjustment has less variability than observed number of crash. Table 4.8 shows the calculation of expected number of crash adjusted by EB Method for the first nineteen segments on Yangon-Mandalay expressway.

Table 4.7 Descriptive Statistics for observed crash and expected crash by EB adjustment

|  | Mean | Std. Deviation | Coefficient of variation |
| :---: | :---: | :---: | :---: |
| Observed crash | 1.33 | 1.611 | 1.21 |
| Expected crash by <br> EB estimation | 0.86 | 0.405 | 0.47 |

Table 4.8 Expected number of accident estimated by EB Method for the first nineteen segments on Yangon-Mandalay expressway

| Beginning <br> mile | Ending <br> mile | Observed no <br> of crash | Predicted number <br> of crash | w | N (expected) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 1 | 0.54 | 1 |
| 1 | 2 | 2 | 1 | 0.44 | 1 |
| 2 | 3 | 0 | 1 | 0.44 | 1 |
| 3 | 4 | 0 | 1 | 0.44 | 1 |
| 4 | 5 | 0 | 1 | 0.44 | 1 |
| 5 | 6 | 1 | 1 | 0.44 | 1 |
| 6 | 7 | 2 | 2 | 0.34 | 1 |
| 7 | 8 | 0 | 3 | 0.28 | 1 |
| 8 | 9 | 0 | 2 | 0.34 | 1 |
| 9 | 10 | 0 | 2 | 0.34 | 1 |
| 10 | 11 | 1 | 3 | 0.24 | 1 |
| 11 | 12 | 0 | 2 | 0.32 | 1 |
| 12 | 13 | 0 | 1 | 0.44 | 1 |
| 13 | 14 | 1 | 2 | 0.37 | 1 |
| 14 | 15 | 1 | 1 | 0.44 | 1 |
| 15 | 16 | 3 | 1 | 0.44 | 1 |
| 16 | 17 | 1 | 1 | 0.44 | 1 |
| 17 | 18 | 2 | 2 | 0.34 | 1 |
| 18 | 19 | 0 | 1 | 0.44 | 1 |

### 4.7 Identification of Hazardous Highway Locations Analysis

Identifying hazardous road locations is the first step of road safety management program and can be carried out in different ways. For this study, the following methods were performed.
(1) Accident Frequency Method
(2) Accident Rate Method
(3) Rate Quality Control Method and
(4) Combined Method

The output from EB adjustment, expected numbers of crash, were utilized for identification of hazardous locations on Yangon-Mandalay expressway. In this regard, it was considered two directions of travel; north bound direction (Yangon-Mandalay) and south bound direction (Mandalay-Yangon). Microsoft Excel application was applied throughout the analysis process.

### 4.7.1 Accident Frequency Method

In this method, expected numbers of crash were allocated to the associated road segment and each of road segments has one mile interval. After allocating the expected numbers of crash, all of road segments were ranked in descending order. The segment with highest expected number of crash was determined as more hazardous and ranked first. Table 4.9 and 4.10 describe the first eighteen hazardous locations on Yangon-Mandalay expressway performed by Accident Frequency Method.

Table 4.9 Output of Accident Frequency analysis based on one mile interval for the most dangerous eighteen segments (Yangon-Mandalay direction)

| Rank No | Beginning Mile | Ending Mile | N(expected) |
| :---: | :---: | :---: | :---: |
| 1 | 125 | 126 | 6 |
| 2 | 113 | 114 | 3 |
| 3 | 84 | 85 | 3 |
| 4 | 275 | 276 | 2 |
| 5 | 39 | 40 | 2 |
| 6 | 101 | 102 | 2 |
| 7 | 63 | 64 | 2 |
| 8 | 75 | 76 | 2 |
| 9 | 105 | 106 | 2 |
| 10 | 358 | 359 | 2 |
| 11 | 242 | 243 | 2 |
| 12 | 92 | 93 | 2 |
| 13 | 276 | 277 | 2 |
| 14 | 68 | 69 | 2 |
| 15 | 185 | 186 | 2 |
| 16 | 114 | 115 | 2 |
| 17 | 104 | 105 | 2 |
| 18 | 83 | 84 | 2 |

Table 4.10 Output of Accident Frequency analysis based on one mile interval for the most dangerous eighteen segments (Mandalay-Yangon direction)

| Rank No | Beginning mile | Ending Mile | N(expected) |
| :---: | :---: | :---: | :---: |
| 1 | 115 | 116 | 2 |
| 2 | 83 | 84 | 2 |
| 3 | 117 | 118 | 2 |
| 4 | 89 | 90 | 2 |
| 5 | 64 | 65 | 2 |
| 6 | 67 | 68 | 2 |
| 7 | 27 | 28 | 2 |
| 8 | 116 | 117 | 2 |
| 9 | 60 | 61 | 2 |
| 10 | 129 | 130 | 2 |
| 11 | 184 | 185 | 2 |
| 12 | 8 | 9 | 2 |
| 13 | 352 | 353 | 2 |
| 14 | 125 | 126 | 2 |
| 15 | 32 | 33 | 2 |

Table 4.10 Output of Accident Frequency analysis based on one mile interval for the most dangerous eighteen segments (Mandalay-Yangon direction) (Cont.)

| Rank No | Beginning mile | Ending Mile | N(expected) |
| :---: | :---: | :---: | :---: |
| 16 | 58 | 59 | 2 |
| 17 | 103 | 104 | 2 |
| 18 | 3 | 4 | 1 |

### 4.7.2 Accident Rate Method

In Accident Rate Method, it was simply divided the expected numbers of crash on each of road segment by the vehicle exposure; determined as the number of accidents per million vehicle-miles of travel at highway segments and calculated using the following equation. Table 4.11 and 4.12 displays the first eighteen hazardous locations on Yangon-Mandalay expressway performed by Accident Rate Method.

$$
\begin{equation*}
\mathrm{R}=\frac{(\mathrm{A} \times 1,000,000)}{(365 \times \mathrm{T} \times \mathrm{V} \times \mathrm{L})} \tag{4.5}
\end{equation*}
$$

Where: $\quad \mathrm{R}=$ accident rate for each segment (in accidents per million vehicle miles),
$A=$ expected number of accidents for given analysis period,
$\mathrm{T}=$ time of analysis period (in years or fraction of years),
$\mathrm{V}=$ average annual daily traffic (AADT) during study period, and
$\mathrm{L}=$ length of highway segment (in miles).

Table 4.11 Output of Accident Rate analysis based on one mile interval for the most dangerous eighteen segments (Yangon-Mandalay direction)

| Rank No | Beginning Mile | Ending Mile | Accident Rate |
| :---: | :---: | :---: | :---: |
| 1 | 125 | 126 | 2.39 |
| 2 | 275 | 276 | 1.10 |
| 3 | 311 | 312 | 0.96 |
| 4 | 113 | 114 | 0.95 |
| 5 | 242 | 243 | 0.95 |
| 6 | 276 | 277 | 0.90 |
| 7 | 352 | 353 | 0.90 |
| 8 | 84 | 85 | 0.89 |
| 9 | 307 | 308 | 0.86 |
| 10 | 357 | 358 | 0.80 |
| 11 | 281 | 282 | 0.79 |
| 12 | 330 | 331 | 0.76 |
| 13 | 316 | 317 | 0.76 |
| 14 | 39 | 40 | 0.74 |
| 15 | 101 | 102 | 0.71 |
| 16 | 255 | 256 | 0.71 |
| 17 | 185 | 186 | 0.70 |
| 18 | 256 | 257 | 0.70 |

Table 4.12 Output of Accident Rate analysis based on one mile interval for the most dangerous eighteen segments (Mandalay -Yangon direction)

| Rank No | Beginning Mile | 115 | Ending Mile |
| :---: | :---: | :---: | :---: |
| 1 | 352 | 116 | Accident Rate |
| 2 | 117 | 353 | 0.96 |
| 3 | 83 | 118 | 0.94 |
| 4 | 242 | 84 | 0.83 |
| 5 | 116 | 243 | 0.77 |
| 6 | 89 | 117 | 0.69 |
| 7 | 246 | 90 | 0.66 |
| 8 | 129 | 247 | 0.64 |
| 9 | 184 | 130 | 0.64 |
| 10 | 64 | 185 | 0.63 |
| 11 | 223 | 65 | 0.63 |
| 12 | 294 | 224 | 0.63 |
| 13 | 218 | 295 | 0.63 |
| 14 | 125 | 219 | 0.62 |
| 15 | 67 | 126 | 0.62 |
| 16 |  | 68 | 0.62 |

Table 4.12 Output of Accident Rate analysis based on one mile interval for the most dangerous eighteen segments (Mandalay -Yangon direction) (Cont.)

| Rank No | Beginning Mile | Ending Mile | Accident Rate |
| :---: | :---: | :---: | :---: |
| 17 | 301 | 302 | 0.59 |
| 18 | 27 | 28 | 0.59 |

### 4.7.3 Rate Quality Control Method

In this method, the average accident rate (Ra) was determined by using the accident rate computed in the Accident Rate Method. The average accident rate ( Ra ) was calculated dividing the sum of accident rate of every segment by the total number of segments. The critical accident rate (Rc) for highway segment was then computed by the following equation.

$$
\begin{equation*}
\mathrm{Rc}=\mathrm{Ra}+\mathrm{K}\left[\frac{\mathrm{Ra}}{\mathrm{E}}\right]^{0.5}+\frac{1}{2 \mathrm{E}} \tag{4.6}
\end{equation*}
$$

Where: $\mathrm{Rc}=$ critical accident rate for highway segment (accidents per million vehiclemiles),
$\mathrm{Ra}=$ average accident rate for all highway segments of similar characteristics,
$\mathrm{E}=(365 * \mathrm{~T} * \mathrm{~V} * \mathrm{~L}) / 1,000,000$, million vehicle-miles of travel on the highway segment during the study period and
$\mathrm{K}=\mathrm{a}$ probability factor determined by the desired level of significance for the equation. K is representing $95 \%$ confidence level and its value is 1.645 .

The computed critical accident rate ( Rc ) was compared to the actual accident rate $(\mathrm{R})$. If the actual accident rate higher than the critical rate, the road segment can be considered to be improved. The highway segments were ranked based on their $(\mathrm{R} / \mathrm{Rc})$ ratio in descending order. The segment with highest ( $\mathrm{R} / \mathrm{Rc}$ ) value was
determined as more dangerous and ranked as first hazardous location. Table 4.13 and 4.14 represents the first eighteen hazardous locations on Yangon-Mandalay expressway performed by Rate Quality Control Method.

Table 4.13 Output of Rate Quality Control analysis based on one mile interval for the most dangerous eighteen segments (Yangon-Mandalay direction)

| Rank No | Beginning Mile | Ending Mile | R/Rc |
| :---: | :---: | :---: | :---: |
| 1 | 125 | 126 | 2.2 |
| 2 | 275 | 276 | 1.1 |
| 3 | 276 | 277 | 1.0 |
| 4 | 311 | 312 | 1.0 |
| 5 | 330 | 331 | 1.0 |
| 6 | 316 | 317 | 1.0 |
| 7 | 84 | 85 | 0.9 |
| 8 | 242 | 243 | 0.9 |
| 9 | 255 | 256 | 0.9 |
| 10 | 256 | 257 | 0.9 |
| 11 | 357 | 358 | 0.9 |
| 12 | 352 | 353 | 0.8 |
| 13 | 307 | 308 | 0.8 |
| 14 | 185 | 186 | 0.8 |
| 15 | 113 | 114 | 0.8 |
| 16 | 39 | 40 | 0.8 |
| 17 | 281 | 282 | 0.7 |
| 18 | 101 | 102 | 0.7 |

Table 4.14 Output of Rate Quality Control analysis based on one mile interval for the most dangerous eighteen segments (Mandalay - Yangon direction)

| Rank No | Beginning Mile | Ending Mile | R/Rc |
| :---: | :---: | :---: | :---: |
| 1 | 115 | 116 | 0.8 |
| 2 | 83 | 84 | 0.7 |
| 3 | 117 | 118 | 0.7 |
| 4 | 352 | 353 | 0.7 |
| 5 | 89 | 90 | 0.6 |
| 6 | 64 | 65 | 0.6 |
| 7 | 116 | 117 | 0.6 |
| 8 | 67 | 68 | 0.6 |
| 9 | 129 | 130 | 0.6 |
| 10 | 27 | 28 | 0.6 |

Table 4.14 Output of Rate Quality Control analysis based on one mile interval for the most dangerous eighteen segments (Mandalay -Yangon direction) (Cont.)

| Rank No | Beginning Mile | Ending Mile | R/Rc |
| :---: | :---: | :---: | :---: |
| 11 | 184 | 185 | 0.6 |
| 12 | 242 | 243 | 0.5 |
| 13 | 125 | 126 | 0.5 |
| 14 | 188 | 189 | 0.5 |
| 15 | 60 | 61 | 0.5 |
| 16 | 246 | 247 | 0.5 |
| 17 | 8 | 9 | 0.5 |
| 18 | 153 | 154 | 0.5 |

### 4.7.4 Combined Method

In Combined Method, highway locations were ranked based on their hazardous index. Hazardous Index (HI) was calculated by taking sum all ranked numbers of previous three methods (Accident Frequency Method, Accident Rate Method and Rate Quality Control Method). After calculating hazardous indexes on each of road segment, all road segments were ranked in ascending order; meaning that the segment with lowest value of $(\mathrm{HI})$ was determined as more dangerous location and ranked first. Table 4.15 and 4.16 describes the most dangerous eighteen hazardous locations on Yangon-Mandalay expressway performed by Combination Method. Hazardous Index (HI) was accomplished by the following equation.

$$
\begin{equation*}
\mathrm{HI}=\left(\mathrm{F}_{\mathrm{rank}}+\mathrm{R}_{\mathrm{rank}}+\mathrm{Q}_{\mathrm{rank}}\right) / 3 \tag{4.7}
\end{equation*}
$$

Where: $\quad \mathrm{HI}=$ hazardous index,

$$
\begin{aligned}
& \mathrm{F}_{\mathrm{rank}}=\text { rank of location by accident frequency method, } \\
& \mathrm{R}_{\mathrm{rank}}=\text { rank of location by accident rate method and } \\
& \mathrm{Q}_{\mathrm{rank}}=\text { rank of location by rate quality control method. }
\end{aligned}
$$

The denominator value of " 3 " represents the number of methods whose ranks are summed in the numerator. Combined method is ranking of high accident concentration of each road segments by using equal weight into the individual method. This method enhances more accuracy than using other method alone. In this regards, a new approach, using different weight into the individual method, might be the one which can boost the level of accuracy for the future study of identifying hazardous locations.

Table 4.15 Output of Combined Method based on one mile interval for the most dangerous eighteen segments (Yangon-Mandalay direction)

| No | Beginning Mile | Ending Mile | $\mathrm{F}_{\text {rank }}$ | $\mathrm{R}_{\text {rank }}$ | $\mathrm{Q}_{\text {rank }}$ | HI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 125 | 126 | 1 | 1 | 1 | 3 |
| 2 | 275 | 276 | 4 | 2 | 2 | 8 |
| 3 | 84 | 85 | 3 | 8 | 7 | 18 |
| 4 | 113 | 114 | 2 | 4 | 15 | 21 |
| 5 | 276 | 277 | 13 | 6 | 3 | 22 |
| 6 | 242 | 243 | 11 | 5 | 8 | 24 |
| 7 | 311 | 312 | 21 | 3 | 4 | 28 |
| 8 | 358 | 359 | 10 | 10 | 11 | 31 |
| 9 | 39 | 40 | 5 | 14 | 16 | 35 |
| 10 | 101 | 18102 | 6 | 15 | 18 | 39 |
| 11 | 185 | 186 | 15 | 17 | 14 | 46 |
| 12 | 353 | 354 | 29 | 7 | 12 | 48 |
| 13 | 281 | 282 | 23 | 11 | 17 | 51 |
| 14 | 307 | 308 | 33 | 9 | 13 | 55 |
| 15 | 63 | 64 | 7 | 23 | 28 | 58 |
| 16 | 75 | 76 | 8 | 24 | 29 | 61 |
| 17 | 255 | 256 | 38 | 16 | 9 | 63 |
| 18 | 105 | 106 | 9 | 26 | 30 | 65 |

Table 4.16 Output of Combined Method based on one mile interval for the most dangerous eighteen segments (Mandalay-(Yangon direction)

| No | Beginning Mile | Ending Mile | $\mathrm{F}_{\text {rank }}$ | $\mathrm{R}_{\text {rank }}$ | $\mathrm{Q}_{\text {rank }}$ | HI |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 115 | 116 | 1 | 1 | 1 | 3 |
| 2 | 83 | 84 | 2 | 4 | 2 | 8 |
| 3 | 117 | 118 | 3 | 3 | 3 | 9 |
| 4 | 89 | 90 | 4 | 7 | 5 | 16 |
| 5 | 353 | 354 | 13 | 2 | 4 | 19 |
| 6 | 116 | 117 | 8 | 6 | 7 | 21 |
| 7 | 64 | 65 | 5 | 11 | 6 | 22 |
| 8 | 129 | 130 | 10 | 9 | 9 | 28 |
| 9 | 67 | 68 | 6 | 16 | 8 | 30 |
| 10 | 184 | 185 | 10 | 11 | 11 | 32 |
| 11 | 27 | 28 | 7 | 18 | 10 | 35 |
| 12 | 242 | 243 | 23 | 5 | 12 | 40 |
| 13 | 125 | 126 | 14 | 15 | 13 | 42 |
| 14 | 60 | 61 | 9 | 28 | 15 | 52 |
| 15 | 188 | 189 | 19 | 19 | 14 | 52 |
| 16 | 8 | 9 | 12 | 29 | 17 | 58 |
| 17 | 153 | 154 | 20 | 21 | 18 | 59 |
| 18 | 246 | 247 | 35 | 8 | 16 | 59 |

In summary, crash frequencies contribute as a major factor in Accident Frequency Method to identify hazardous locations. In addition to crash frequencies, traffic volumes also take effectiveness of Accident Rate Method and Rate Quality Control Method. Therefore, the ranking result of these two methods is nearly similar. However, their results are different from the result obtained from Accident Frequency Method. Lastly, the combined method (taking weighted average of ranking between Accident Frequency Method, Accident Rate Method and Rate Quality Control Method) provides an effective ranking result which is rather compatible to the results of each individual method.

## CHAPTER 5

## CONCLUSION

The study focused on two approaches of finding; examining relationships between traffic crash and road characteristics and identifying hazardous locations based on expected numbers of crash on Yangon-Mandalay Expressway in Myanmar. A crash prediction model was developed to determine relationships between traffic crash and road characteristics. On this subject, Negative Binomial regression, a family of Generalized Linear Model, was developed to estimate the model parameters. The sign and value of model parameters displayed the relationships between crash frequency and road characteristics on Yangon-Mandalay expressway. It was found out that five predictor variables including presence of bridge, Average Daily Traffic, combination of horizontal curve and slope, percent downgrade and presence of village settlement have a strong relationship with traffic crash happening.

In identifying hazardous location; crash frequencies predicted by the prediction model were refined by the Empirical Bayes (EB) estimation method. The use of EB approach enhanced precision for the estimation of crash frequency. After determination the crash frequencies on each road segment, three methods (Accident Frequency Method, Accident Rate Method and Rate Quality Control Method) were individually performed. In these methods, road segments were ranked based on their level of risk; meaning that the segment with highest crash frequency was ranked first. Finally these three methods were combined by taking sum all ranks number of each road segment. And the result was defined as danger index. The segment with
smallest value of danger index was denoted more critical and ranked as first hazardous location.

In order to identify more reliable and true hazardous locations, all possible risk factors that contribute to crash occurrences should be considered in developing crash prediction model. Generally, traffic crashes take place due to human related factor, road related factor, vehicle related factor, environmental related factor and their interrelationships. Currently, traffic crash datasets including all kind of risk factors are not available in Myanmar. Therefore, only some road characteristics variables were utilized in the study for developing crash prediction model. All road segments on Yangon-Mandalay expressway were ranked depending on their degree of risk to identify hazardous locations.

The finding can be used in prioritizing road safety improvement program under limited budget condition. Furthermore, it will contribute to understand relationships between road characteristics and traffic crashes and to provide proper treatments in all hazardous locations on Yangon-Mandalay Expressway,

## Recommendations

With regard to the finding of examining relationships between crash frequency and road characteristics on Yangon-Mandalay expressway, the following recommendations can be provided.

A combination of education, enforcement and engineering measures will be required to eliminate the crash frequencies on Yangon-Mandalay Expressway. The geometric improvements for traffic safety on road sections where horizontal alignment combined with vertical alignment include: (1) widening the lane and shoulder width on sharp horizontal curves, (2) increasing the amount of super
elevation (up to maximum allowable rate), (3) increasing the distance of road side clear zone, (4) increasing the value of side friction (up to maximum allowable value) on every downgrade curve site, (5) delineating the pavement at all hazard locations to provide visual information to road users, and (6) providing warning by the use of traffic control devices to reduce vehicle speed limit at every approach to the sharp curve and downgrade locations.

Safety improvements on the existing bridges on Yangon-Mandalay Expressway includes: (1) providing speed reduction signs at every approach to the skew bridge and the bridge consists of complex geometric approach, (2) providing bridge approach guard rails with proper transition and end treatment, and (3) black and yellow hazard marking should be supplied at the areas surrounding the bridge to catch the driver's attentions on the presence of it along the expressway.

The influence of pedestrians and motorbikes on Yangon-Mandalay Expressway can be determined as the lack of enforcing road rules and road safety education to users. To overcome this problem, road authorities fundamentally need to implement how to educate and enforce road safety to the local people who live near the expressway. In addition, there is a need to be constructed other minor roads; i.e., frontage road, roads connect village to village and village to town with interchange if it is required, so that road users are needless to assess the expressway and cross directly any other traffic streams.
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